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Section B - Supplies or Services and Prices
	ITEM NO
	SUPPLIES/SERVICES
	QUANTITY
	UNIT
	UNIT PRICE
	AMOUNT

	0001
	Encore - Other Direct Costs (ODCs)
	1
	Lot
	$5,070,902.16
	$5,070,902.16

	
	Software (Managed Objects (less maintenance), Mercury, HP Open View, TCS, IBM Tivoli) Hardware (less KVM/Laptops + maintenance), Training, Partial TCS Services and PM Services  - Defense Information Systems Agency Computing Services Enterprise Systems Management (ESM) Architecture Program Phase II (Encore Tracking Number 00280.00), in accordance with the attached statement of work (SOW) dated July 26, 2004.  Northrop Grumman Information Technology (NGIT) proposals dated August 17, 2004 and September 20, 2004 are hereby incorporated by reference.

The period of performance is 120 calendar days (September 24, 2004 through January 30, 2005).

Firm-Fixed Price (FFP) - the contractor is authorized to invoice monthly at $1,267,725.54 per month (October 2004 through January 2005).

PURCHASE REQUEST NUMBER: DHQCNT04MP60034
	

	

	
	NET AMT
	$5,070,902.16

	

	
	ACRN AA Funded Amount
	
	$5,070,902.16


FOB:  Destination

	ITEM NO
	SUPPLIES/SERVICES
	QUANTITY
	UNIT
	UNIT PRICE
	AMOUNT

	0002
	Encore - ODCs
	1
	Lot
	$994,426.78
	$994,426.78

	
	Hardware Maintenance (Sun Servers, Dell, Brocade), Hardware (Racks/KVM, CISCO laptops), Software (Managed Objects Maintenance), Software Services (HPOV, MO) and partial TCS Services - Defense Information Systems Agency Computing Services ESM Architecture Program Phase II (Encore Tracking Number 00280.00), in accordance with the attached SOW dated July 26, 2004.  NGIT proposals dated August 17, 2004 and September 20, 2004 are hereby incorporated by reference.

The period of performance is 120 calendar days (September 24, 2004 through January 30, 2005).

FFP - the payment terms for contract line item number (CLIN) 0002 are as follows:  4 months (October 2004 through  December 2004) @ $248,606.70 per month and $248,606.68 (January 2005).
	

	

	
	NET AMT
	$994,426.78

	

	
	ACRN AA Funded Amount
	
	$994,426.78


FOB:  Destination

	ITEM NO
	SUPPLIES/SERVICES
	QUANTITY
	UNIT
	UNIT PRICE
	AMOUNT

	0003
	Encore ODCs - Purchase Option
	1
	Lot
	$517,039.50
	$517,039.50

	OPTION
	IBM Tivoli - Defense Information Systems Agency Computing Services ESM Architecture Program Phase II (Encore Tracking Number 00280.00), in accordance with the attached SOW dated July 26, 2004.  NGIT proposals dated August 17, 2004 and September 20, 2004 are hereby incorporated by reference.

FFP - if this option is exercised, and products are received and accepted by Government personnel.  The contractor is authorized to invoice for the  total amount of CLIN 0004.  NOTE:  In order to take advantage of current pricing, option must be exercised prior to November 01, 2004.
	

	

	
	NET AMT
	$517,039.50

	

	
	Funded Amount
	
	$0.00


FOB:  Destination

	ITEM NO
	SUPPLIES/SERVICES
	QUANTITY
	UNIT
	UNIT PRICE
	AMOUNT

	0004
	Encore ODCs - Purchase Option
	1
	Lot
	$7,416.00
	$7,416.00

	OPTION
	Partial TCS Services - Defense Information Systems Agency Computing Services ESM Architecture Program Phase II (Encore Tracking Number 00280.00), in accordance with the attached SOW dated July 26, 2004.  NGIT proposals dated August 17, 2004 and September 20, 2004 are hereby incorporated by reference.

FFP - if this option is exercised, and products are received and accepted by Government personnel.   The contractor is authorized to invoice for the  total amount of CLIN 0005.  NOTE:  In order to take advantage of current pricing, option must be exercised prior to November 01, 2004.
	

	

	
	NET AMT
	$7,416.00

	

	
	Funded Amount
	
	$0.00


FOB:  Destination

Section C - Descriptions and Specifications
CLAUSES INCORPORATED BY FULL TEXT

ENCORE TASK ORDER (TO) STATEMENT OF WORK (SOW)
as of 26 Jul 2004
	Contract Number:
	DCA200-02-D-5010

	Order Number:
	0060

	Tracking Number:
	00280.00

	Follow-on to Encore Contract and Task Order Number:
	Not applicable


1.  Task Monitors (TM).

a.  Primary TM.
	Name:
	

	Organization:
	DISA Computing Services CDKM13

	Address:
	401 East Moore Drive
Maxwell AFB, Gunter Annex, AL  36114-3001

	Phone Number:
	

	Fax Number:
	

	Internet Address:
	



b.  Alternate TM.
	Name:
	

	Organization:
	SMC Oklahoma City

	Address:
	8705 Industrial Boulevard, Building 3900

Tinker AFB, OK  73145-3352

	Phone Number:
	

	Fax Number:
	

	Internet Address:
	


2.  Task Order Title.  Defense Information Systems Agency (DISA) Computing Services Enterprise Systems Management (ESM) Architecture Program Phase II

3.  Background.  The DISA Computing Services (CS) mission, as an enterprise computing service provider, is to deliver world-class service at the lowest possible cost.  DISA Computing Services Operations changed the architecture of the enterprise to a centralized configuration in order to reduce licensing and maintenance costs, expand user accessibility, provide an assured computing solution and improve customer service.  This proposal is the second phase of that centralization effort.  The ESM Architecture is based on having a standardized, centrally managed environment for improved performance, greater stability and reliability, and lowered cost of maintenance and administration.  By standardizing the ESM Architecture, greater efficiencies will be realized, as well as simplified troubleshooting of issues.

4.  Objectives.  The ESM Program Office (CDKM) and the Chief Technology Officer (CDT) worked together to identify a solution to meet the enterprise operational requirements.  This document defines the hardware and software licenses required in order to achieve a second successful implementation of the ESM architecture.

5.  Scope.  DISA CS Division (CSD) centralized and standardized the management of infrastructure systems in the original implementation of the ESM Architecture, making it possible to improve the ratio of systems analysts to servers to a figure more comparable with industry standards.  DISA Computing Services will be more competitive as a result.  The ESM architecture supported the Transformation Initiative by improving IT support, reducing costs, and emphasizing integration of multiple diverse systems into a standardized infrastructure with centrally managed resources.  Standardization and configuration control alone will help improve performance and system availability by reducing the number of people making changes to the various systems and easing the burden of troubleshooting.  For this implementation of the ESM Architecture, the same principles apply.  To ensure the same people can be assigned to manage these systems that manage them on the original ESM architecture, standardization is again imperative.  This requirement for obtaining hardware and software licenses for the ESM system architecture implementation must match the original implementation as closely as possible to continue to realize the benefits of standardization.  Some licenses, such as Exchange, Managed Objects, Veritas, and Oracle database, will be reutilized and a limited number of additional licenses will have to be purchased.  Many of these are already on centralized contracts and will not be procured as part of this SOW, but are integral parts of the architecture.  One of the valuable lessons learned in the original implementation of the ESM Architecture was the benefit of having all the hardware, software, and peripherals acquired for the Government through a third-party vendor.  This dramatically simplified implementation, reduced the time required to interface with vendors and placed the risk on the vendor vice the Government.  Another valuable lesson learned was that the vendor should assemble the racks and rack-mount the hardware according to our plan (i.e. Sun V880s on bottom row--plan provided to vendor after award).  The Government will load and configure all software, but the vendor will be required to power on each unit as an initial test.  All of the contractor’s hardware and software are expected to be compatible in the defined environment and meet all of the minimum required specifications for a proposed solution to be acceptable.  In addition, any necessary documentation to support the configuration must be provided with the vendor’s proposal.  The vendor will not be expected to configure the software or to install the applications, merely to ensure the hardware is installed (except as noted), functional and completely interoperable.  Data replication is expected to be a turn-key solution as noted below.

· Task Area 2 - Integrated Solutions Management
· Task Area 7 - Information and Knowledge Engineering
· Task Area 9 - Product Integration
6.  Specific Tasks. General Requirements.  This SOW defines the requirements for several hardware and software products.  The hardware products required for this project are the 1) Sun and Dell servers to include installation except as noted, 2) two identical disk arrays to include installation, configuration, and testing, 3) fibre channel switches to include installation, 4) Cisco switches, 5) Dell laptops, and 6)C2 Guards, and 7) racks to house the architecture.  The software products required for this program include HPOV Network Node Manager and Extended Topology, HP Performance Insight, Veritas Netbackup and Veritas Volume Manager (Windows only), Veritas Cluster Server, Tivoli, Managed Objects formula and Business Service Analyzer, Mercury Interactive Sitescope, and Sightline.  All of these products must be fully compatible with each other and work together in an integrated Sun Solaris and Dell Microsoft Windows 2003 Advanced Server operating environment.  Some of the software products are on centralized contracts and are therefore not included in this SOW.  This vendor will then be responsible to the ensure compatibility of each hardware component with every other hardware component, ensure each component is fully operational and assume the risk and responsibility in the event that any of the components is not fully functional.  With a single vendor responsible for all the hardware components in this area of the architecture, the Government is relieved of the responsibility of compatibility issues and can focus on other engineering aspects of implementing this architecture.  As with the initial centralized architecture, there will be a primary and a disaster recovery site.  Each site will house one full suite of hardware with collection stations and gateways deployed to each processing site to feed data into the centralized architecture.  There will also be a test lab and development environment for this implementation.

6.1  Task 1 - Hardware Requirements.  The hardware specifications provided below are minimum specifications and configurations.

6.1.1  Sun Servers.  The requirement for the ESM architecture program is for a Solaris Operating Environment, including installation and a three-year warranty that provides 24X7 rapid response (2-hour response to call and a 4-hour problem repair) for problems associated with the hardware, operating system, and associated products and tools with the following minimum configuration:

6.1.1.1  Twenty (20) V880 Servers (half installed at each site).

· 900 Mhz

· 2 UltraSPARC III processors

· 16 GB RAM

· 6 (six) Integrated Fibre Channel disk subsystems with multipathing, 10,000 RPM 73 GB disks

· Five 10/100 Ethernet NIC connections

· Two dual fibre Emulex LP9802 DC PCI-X HBA cards -- HBAs must be compatible with the disk arrays awarded under this SOW.

· Gig Ethernet Card

· CD drive (Read and Write)

· Rack Mount Kit

· Video card

6.1.1.2  Twenty-two (22) 280R Servers (four installed at SMC OKC and four installed at SMC Montgomery, balance to SMC Montgomery-no installation).

· Solaris 8; Solaris NEO[tm] 2.0, Solaris OpenStep 1.0

· 900 Mhz

· 2 UltraSPARC III processors

· 2 GB RAM

· Two 73-GB internal drives (Raid1 configuration)

· Four 10/100 Ethernet NIC connections

· I/O cards

· Gig Ethernet Card

· Rack Mount Kit

· Superscalar SPARC[tm] v9, UltraSPARC-III

· MMU with 64 I-TLB entries and 64 D-TLB entries, 8192 hardware-supported contexts

· 64-KB data and 32-KB instruction on chip; Secondary: 8-MB external

6.1.1.3  Eight (8) V100 Servers (all to SMC Montgomery-no installation).

· 512 Mb RAM

· 10/100 Ethernet

· I/O cards

· Rack Mount Kit
· 500-MHz UltraSPARC® IIe processor
· 256 KB of Level 2 cache

· CD-ROM drive

· Solaris[tm] 8 Operating Environment
· 2 x 40 GB IDE drives

6.1.2  Dell Servers.  Depending upon the disk arrays awarded in this SOW, DISA may require four (4) Dell servers to act as controllers for the disk arrays.  Additionally, sixteen (16) Dell 2650 servers will be required for Exchange, and to act as domain controllers, to host Mercury Sitescope, and for test lab purposes.  Listed below are the minimum salient characteristics for each of these servers.

6.1.2.1  Four (4) Dell Poweredge 6650 (half installed at each site).  The specifications for the Dell Poweredge 6650, Pentium III Xeon 900MHz/2MB Cache NT platforms are as follows:

· Additional Processors:  Dual Processor Pentium III Xeon 900MHz/2M Cache

· Memory:  Two GB SDRAM, 4 DIMMs

· Primary Controller:  39160 Dual Channel Ultra 3, SCSI Controller, 1INT/1Ext Port

· Hard Drive Configuration:  C4 - RAID 1 on Internal Hard Drives

· 1st Hard Drive:  18GB 10K RPM Ultra 160 SCSI Hard Drive

· 2nd Hard Drive:  18GB 10K RPM Ultra 160 SCSI Hard Drive

· Network Adapters:  Two (2) Broadcom NetXtreme 10/100/1000 (cat 5)

· Additional Dual NICS: Four 10/100 Ethernet NIC connections (2 dual connections)

· HBAs:  Two dual fibre Emulex LP9802 DC PCI-X HBA cards - HBAs must be compatible with the disk arrays awarded under this SOW.

· Operating System:  Windows 2003 Advanced Server

· Diskette Drive:  3.5” 1.44MB Diskette Drive

· CD-ROM (Read and Write):  24X IDE Internal CD ROM Drive

· Documentation:  Electronic Documentation, User’s Installation/ Trouble Guide on CD

· Chassis Configuration:  VersaRails for Non-Dell 4-Post Rack

· Hardware Support Services:  3Yrs Same Day 4Hr Response Parts + Onsite labor (7 Days X 24 Hours)

6.1.2.2  Twenty (20) Dell Poweredge 2650 (eight installed at OKC; twelve in Montgomery).  The specifications for the Dell Poweredge 2650, Pentium III Xeon 900MHz/2MB Cache NT platforms are as follows:

· Processors:  Dual Processor Pentium III, 1 GHz, with 256K internal cache

· Memory:  2 GB SDRAM, using a maximum of two (2) DIMMs

· Storage Controller:  Dual Channel Ultra 3 SCSI RAID Controller with two internal channels

· Hard Drives:  Dual internal 36GB 10K RPM Ultra 160 SCSI Hard Drives, configured as RAID 1 (Mirrored)

· Network Adapters:  Two (2) 100Mbps Ethernet ports with RJ-45 cable interface plus one (1) 1000Mbps Fiber Ethernet adapter with FDDI interface

· Fibre Channel Adapter:  Single fibre channel adapter, as specified in Section 5.1, with optical cable interface

· Operating System:  Microsoft Windows 2003 Advanced Server

· Diskette Drive:  Standard 1.44MB Diskette Drive

· CD-ROM (Read and Write):  24X IDE Internal CD-ROM Drive

· Power Supply:  Dual Redundant 300 Watt power supplies

· Documentation:  Electronic Documentation, User’s Installation/Trouble Guide on CD
· Chassis Configuration:  Rack-mount chassis with hardware for industry standard 4-Post Rack

· Hardware Support Services:  3 Years Same Day 4-Hour Response Parts + Onsite labor (7 Days X 24 Hours)

· HBA:  Two dual fibre Emulex LP9802 DC PCI-X HBA cards - HBAs must be compatible with the disk arrays awarded under this SOW

6.1.3  Two Disk Arrays (one installed at each site).  DISA Computing Services has a requirement for identical, independent, high performance, high availability RAID disk units, including installation services, with the following minimum essential technical specifications:

· Must support RAID 5, Mirror, and RAID 1+0 at all disk capacity levels.

· Require Frame Licenses for maximum capability on the complete suite of disk software not limited to but including Management, Lun Masking, Replication, and Business copy.

· Minimum raw storage capacity of one (2) terabyte installed

· Expansion capability to at least 100TB raw capacity

· Ability to replicate over IP, DWDM, ATM, or Sonet  

· A minimum of four hot spare disk drives, with a minimum of two hot spare drives installed above and beyond the 2TB raw storage requirement

· 50% of possible fiber connections and memory but as a minimum six 2 GB fibre connections capable of supporting 1gb and 2 GB host connections. 

· The Disk Array must be fully compatible and interoperable with Brocade 1gb and 2 GB switches, as well as server host bus adapters. As a minimum it must support EMULEX, QLOGIC, SUN, and HP.

· The storage supplied must provide optimum protection against lost data using mirroring and/or data parity techniques.  Multiple protection techniques must be supported simultaneously in the same box.

· The disk subsystems must come with it’s own rack system or capable of being installed in standard 19-inch rack systems.  All necessary hardware for installation must be included.  The rack-mount enclosure is required as part of this solution.

· Must possess a high availability physical architecture.  This is defined as a storage architecture design such that no single individual component can cause the loss of service to any connected server.  This architecture includes, but is not limited to, multiple/redundant power supplies, controllers, paths to individual disk devices, and independent power feeds.  Critical components must be dynamically and non-disruptively swappable and micro-code must be dynamically and non-disruptively upgradeable. 

· Must fully support all current versions of the Sun Solaris, Microsoft Windows 2000 Advanced Server, and HP operating systems.  Any unique server extensions required for full disk subsystem performance must be provided.

· Must fully support the high-availability clustering (failover) solutions provided by the operating system vendors (Sun Cluster, Windows 2000 Cluster Server), as well as Veritas Cluster Service.

· All components and Professional services required for Replication must be included.  This includes but is not limited to software, routers, cabling, and professional services.  Any software that is required to implement these functions shall also be included.  Any additional disk capacity or connectivity ports required for these functions must be included, in addition to the capacity and connectivity requirements stated above.

· A graphical user interface (GUI) based administration utility must be available that integrates with the Windows 2000, Sun Solaris and Hewlett-Packard HP-UX operating systems.  This requirement can be satisfied by meeting one of the following two criteria:

· The proposed disk subsystem must be fully supported under the native storage management utilities that are provided with the Windows 2000 and Sun Solaris operating systems;

· A GUI-based on-line administration utility must be provided with the disk subsystem that provides the following functionality:

· Automated management of the disk subsystem's total storage volume

· Create, modify, re-size and delete volume groups

· Create, modify, re-size and delete logical volumes and mirrored logical volumes

· Create, modify, re-size and delete file systems 

· All software and/or upgrades (including maintenance, security patches, etc.), which are required to operate the proposed disk subsystems, must be included in the proposal.

· The subsystems must be compatible with any vendors' Brocade-compatible fibre channel switch.

· The Disk Array must be CIM Compliant.

· The disk subsystems must be able to exist as independent data storage components (i.e., will be components in and of themselves and not required to integrate into a server or other device) in a Storage Area Network (SAN) environment.  This environment may include other vendors' servers, disk arrays, switches and/or hubs to which the subsystems will be attached via fibre.

· The proposed disk subsystems must be SAN-ready.  Specifically, they must have native fibre attachment, support SNMP, and Fibre-Channel Switch (FC-SW) attachment.

· Disk Arrays must be HA and completely redundant.  These arrays must not require downtime for maintenance or upgrade.

· Provide all desktops, servers, and/or laptops required to manage the disk array and replication.  These must all contain local failover.

· Provide all power cables required for the disk subsystems. All supplied cables and receptacles shall be installed in accordance with the National Electric Code (NFPA 70) and the Standard for Protection of Electronic Computer/Data Processing Equipment (NFPA 75).  All cables must be fire and water-resistant.

· All disk subsystems must include all standard features and characteristics as defined in the respective OEM literature.

· Any proposed subsystems must be user re-configurable or the OEM must reconfigure the subsystems at no additional cost to the Government as long as the Government maintains ownership of the subsystems.  This stipulation shall remain regardless of the maintenance provider used by the Government.

· The contractor shall provide installation services for the disk subsystems.

· Vendors must provide full details of how the proposed disk subsystem is configured.  Information such as how many storage units are proposed, how many spares are included, number and type of channel attachments, disk drive capacity sizes, feature codes, etc., should be included with the proposal.  Failure to provide this information will result in a technically non-compliant submission.
· Hardware Support Services:  Hardware support services to include a three-year warranty with a support option that provides 24X7 rapid response (2-hour response to call and a 4-hour problem repair) for problems with the hardware and associated products and tools.


a.  This solution must include all hardware, software, connections, additional infrastructure, installation, configuration, and components for demonstrated, successful data replication across the Wide-Area Network (WAN), from the primary to the secondary site and back, for all the applications and solutions included in this ESM Architecture implementation (the data replication piece of this effort must be fully operational and tested before being handed over to the Government.  The vendor will be responsible for project management and reporting the progress of this effort to the Government).


b.  Ensure the data at the backup site is no more than two hours behind the host site.  Some data within the ESM architecture is more static in nature and, if more cost effective, could operate with the backup site data as much as twenty-four hours behind the host site (daily replication).  Other data may not require any replication to the backup site.


c.  Provide automatic resumption of operation at the primary site after fail-over to the alternate site has been accomplished.


d.  Integrate with existing software and hardware.


e.  Not impact production workload or the network during the replication process.


f.  Provide the capability to test the data replication solution periodically.  The purpose of the test is to insure that all data can be failed over successfully to the alternate location and that data accessibility and integrity is maintained at the alternate site.


g.  Provide a dynamically scalable solution that readily adjusts to increases and decreases in the required replication capacity.


h.  Provide the capability to produce copies of certain replicated data at the backup site without impacting the replication process.


i.  Provide the ability to replicate designated data to the disk array at the alternate site without disruption of access to disk array volumes allocated for testing or other non-production uses.


j.  Data Replication must be centrally managed.


k.  The contractor shall provide onsite support for the duration of the installation, implementation and initial testing of the data replication solution.  Contract personnel must be knowledgeable in all aspects of the technical solution including hardware and software that comprise the ESM environment components.  The contractor shall develop integration code, to include scripts, Embeddable Common-Lisp (ECL), Microsoft Assembler (MASM), executive code, etc, which provide the capability of bi-directional data replication at the designated locations.  The contractor shall provide documentation for the integrated executive software subsystem and the necessary operational documentation for day-to-day execution.  The contractor shall provide training at each site that is sufficient for developing proficient skills in Government personnel responsible for managing the data replication solution to include all of the hardware, software, and communication in the design.  This shall include a checklist and training for troubleshooting the replication process.  The contractor supply all the required hardware and software to support data replication, including modifications or additional scripts to the executive software environment; test plans and results to verify that the configuration performs as expected and that the plans can be used in periodic testing.

6.1.4  Switches.

6.1.4.1  Two (2) High Availability Brocade 12000 Fiber Channel Switches (one per site) (required to be compatible with our current SAN Infrastructure): Each switch requires:

· A complete suite of management software including Fabric OS

· Three 16 port switch blades

· 48 short wave SFP Modules

6.1.4.2  Two (2) Laptops with the following equipment (one per site).

· Latitude C640, 2.0GHz,Pentium 414.1 SXGA+, NIC, English (221-0441)

· 512MB,Double Data Rate SDRAM, 2 Dimms, for Dell Latitude C840/C640 Notebooks, Factory Install (311-1370)

· 30GB Removable Hard Drive, 9.5MM for Dell Latitude C600/C500/C610/C510/ C640 Notebooks, Factory Install (340-3017)

· Windows XP Professional, English for Dell Latitude C640Notebooks,Factory Install (420-0856) 

· Grey Logitech PS2, 6Pin, 2 Button Mouse for Dell Latitude Notebooks, Tied (310-5570) 

· Internal 56K Modem for Dell Latitude C610/C510/C640 Notebooks, Factory Install (313-5205)

· Internal 56K Modem for Dell Latitude C610/C510/C640 Notebooks, Factory Install (313-5205)

· 8-Cell Primary Battery for Dell Latitude C640 Notebooks, Factory Install (312-0042)

· Type 3 Contract - Next Business Day Parts and Labor On-Site Response, Initial Year (900-0840)

· Type 3 Contract - Next Business Day Parts and Labor On-Site Response, 2YR Extended (900-1152)

· Complete Care Accidental Damage Svc, Lat, 3-Year, 1-800-624-9896 (960-0407)

· Type 14 - Keep Your Hard Drive, 3 Years (960-2597)

· Windows NT/2000,NTFS File System, Factory Install (420-0153)

6.1.4.3  Six (6) Cisco Catalyst 2950 XL Enterprise Edition Switches (WS-C2950-XL-EN) with eight (8) 1000SXBase-SX (WS-G5484). (Half installed at each site)

6.1.5  C2 Guards.  The ESM Architecture solution will require two (2) Guards for trusted data exchange protection for the transfer of data via the Remedy Trouble Ticketing System.

6.1.6  Racks.  The ESM Architecture solution will require two sets of racks with the specifications below (one set installed at each site), each with a sufficient number of racks to house the 10 Sun V880s and half all Dell hardware specified in this SOW with room for growth of approximately 20 percent in each set.  Additionally, they must be able to accommodate at least two (2) Brocade Silkworm 12000 Switches and two (2) CISCO Catalyst 2950 XL switches in each set of racks (one set for each location).  There must be sufficient power outlets and wiring to accommodate each set of hardware (including growth), fans for cooling, cable management, locking doors (front and back), and sufficient space and construction for air circulation.  The racks must include integrated, 1U consoles including slide out keyboard, screen, and mouse drawer with associated KVM switches.  There must be sufficient consoles included in the racks for at least one console for each pair of racks.  All connectors required to mount the servers must be included in this solution.  The racks must be sturdily constructed to house the servers safely without tipping over.  They must be assembled at no additional charge.  Half of the racks and hardware will be sent to Montgomery and the other half deployed to Oklahoma City.  Additionally, the ESM Architecture will require another four (4) racks including installation with integrated 1U consoles including slide out keyboard, screen, and mouse drawer with associated KVM switches to the following minimum specifications.  All software including upgrades and patches must be included.  Each of the four racks must have a minimum of three (3) power strips (two sets to Montgomery and two sets to Oklahoma City).  The solution will require ten (10) extra power strips, Part# ED12020, 120 V, 20 Amps, 19 inch rack mount (five to Montgomery and five to Oklahoma City).

	Component
	Specifications

	
	

	DIMENSIONS
	1.75” x 19” x 25”

	
	Rack-Mount 1.75” x 19” x 24” D min (30” max)

	
	38” with optional slide extender kit

	Touch Pad Specs
	PS/2

	
	Optional 2 button tap or mouse buttons

	KEYBOARD SPECS
	PS/2

	
	3 extra WIN 98 control keys

	
	Gear Link mechanical key switch

	
	10,000,000 lifecycles per switch

	
	Power: +5V DC @300 mA max

	
	Synchronous 8-bit data

	Pin Assignment
	1. KB Data 2. NC

	
	3. Sig Gnd

	
	4. +5V DC 5. KB Clock

	
	Shell Frame Ground

	ONSCREEN DISPLAY
	Auto Adjust

	
	Brightness

	
	Clock/Phase

	
	Position

	
	Contrast

	
	Color Level

	
	Information

	
	OSD Position

	
	Config

	
	Reset All

	FACTORY RESOLUTION/REFRESH
	VESA VGA/SVGA/XGA

	
	640 x 480 @ 60,75Hz

	
	720 x 400 @ 70Hz

	
	800 x 600 @ 60,72,75Hz

	
	1024 x 768 @ 60,70,75Hz

	
	640 x 480 @ 67Hz

	
	832 x 624 @ 75Hz

	DISPLAY AREA
	286mm x 214mm

	
	(14.1” DIAGONAL)

	Viewing Angle
	L/R +/-50 degrees, U/D 20,35 degrees

	RESPONSE TIME
	11 ms TYPICAL

	CONTRAST RATIO
	150:1 TYPICAL

	BRIGHTNESS
	200 cd/m2 TYPICAL

	PIXEL PITCH
	0.279 mm x 0.279 mm

	SCANNING FREQUENCY
	30-60 KHz, 30-75 Hz

	POWER MANAGEMENT
	EPA Energy Star, VESA DPMS

	Power Requirements
	AC Universal .5A@250V .8A@100V


ESM requires a lifetime warranty on the racks and at least a one-year warranty on all associated parts including but not limited to switches, keyboards, screens, power outlets, and wiring.

6.2  Task 2 - Software.  All software will be delivered to SSO Montgomery CM Branch.  6.2.1  HPOV Software.  The DISA ESM Program Office requires the following licenses for the Standard Operating Environment (SOE) HP OpenView management and monitoring tools.  The Enterprise monitoring will run on Sunfire V880 servers, each with four processors.  The regional collectors will run at each of the sites and will run on Sunfire V100 servers with single processors.  A primary and failover server for HPOV will run at the primary site and another pair of servers, one primary and one failover, will run at the alternate site.  Licensing for these four servers is required and pricing should reflect that all four servers are not processing as primary servers.

	Part Number
	Description
	
	Qty
	

	J5328AA
	HP OV Upgrade NNM 250 Enterprise.  6.x Solaris LTU Upgrade from NNM 250 6.x for Solaris to NNM Enterprise 6.x for Solaris.  Includes one year of Standard Support.
	
	4
	

	J5305BA
	HP OV NNM Extended Topo 250 Solaris LTU Includes a HP OV NNM Extended Topology 250 for Solaris, License-To-Use with media.  Includes one year of standard support.
	
	4
	

	J1255AA
	HP OV NNM 250 6.2 for Solaris LTU Includes license to use, CD-ROM, and manuals.  Includes one year of Standard Support.
	
	7
	

	J5150AA
	HP Performance Insight for Solaris LTU

Includes license to use, CD-ROM, and manuals.  Includes one year of Standard Support.
	
	2
	

	
	HP Professional Services
	
	30 Days
	


6.2.2  Tivoli.  The DISA ESM Program Office requires the following licenses for the IBM Tivoli management and monitoring tools.  The software will run on Sunfire V880 servers, each with four processors.  A primary and failover server for Tivoli will run at the primary site and another pair of servers, one primary and one failover, will run at the alternate site.  The alternate site will only be used for running reports, and potentially for some testing.  Licensing for these four servers is required and pricing should reflect that all four servers are not processing as primary servers.  Additionally, the Tivoli gateways will be Sunfire 280R servers with two processors each.  There will be two gateways at each site for redundancy and two gateways at the primary and alternate ESM Architecture sites for the architecture itself.

	Part Number
	Description
	Qty

	D50ZGLL
	IBM Tivoli Monitoring Processor License
	500 CPU

	D511ELL
	IBM Tivoli Configuration Manager License
	500 CPU


6.2.3  Managed Objects.  The DISA ESM Program Office requires the following licenses for the Managed Objects management and monitoring tools.  The software will run on Sunfire V880 servers, each with four processors.  A primary and failover server for Managed Objects will run at the primary site and another pair of servers, one primary and one failover, will run at the alternate site.  The alternate site will only be used for running reports, and potentially for some testing.  Licensing for these four servers is required and pricing should reflect that all four servers are not processing as primary servers.

	Part Number
	Description
	Quantity

	FBB3001
	Formula Integration Engine (Backup)
	2

	FBB1011
	OV Adapter (Backup)
	3

	FBB1016
	Tivoli T/EC Adapter (Backup)
	3

	VBB1001
	EVE Integrator (Backup)
	3

	BSA1001
	Business Service Analyzer (BSA)
	1

	BSB1001
	Business Service Analyzer (Backup)
	3

	FPS2001
	Portal Builder
	1

	FPB2001
	Portal Builder (Backup)
	3

	FOR1003-200
	Concurrent Client 100-User pack
	100

	FLS3001
	Formula Integration Engine (Lab)
	1

	(BEM) BEM1001
	Business Experience Manager
	1

	BEB1001
	Business Experience Manager (Backup)
	3

	BDI1001
	Business Data Integrator (BDI) - Development
	1

	BDI1002
	BDI Adapter
	1

	BDB1002
	BDI Adapter (Backup)
	3

	FOR1034
	SNMP Integrator 
	1

	FBB1034
	SNMP Integrator (Backup) 
	5

	FBB1036
	C2 / TDX Guard Adapter (Backup)
	3

	FLS3001
	Formula Integration Engine - lab
	1

	FLS1011
	HPOV adaptor - lab
	1

	FLS1030
	TEC adaptor - lab
	1

	VLS1001
	EVE adaptor - lab
	1

	BSL1001
	Business Service Analyzer - lab
	1

	FPL2001
	Portal Builder - lab
	1

	FUT1005
	Training (for up to 8 students) 
	1

	BSM1001
	Professional Services (days) + T&E 
	30


6.2.4  Mercury Interactive Sitescope.  The DISA ESM Program Office requires the following licenses for the management and monitoring of the ESM Architecture and related applications.  The software will run on Dell 2650 servers, each with two processors.

	Part Number
	Description
	Quantity

	SS-P500
	Sitescope Enterprise License
	500 points

	CC-CUR
	Customer Care for this order for one year from receipt
	1 year


6.3  Task 3 - Software Licenses.
6.3.1  All software will be delivered to SSO Montgomery Configuration Management Branch for registration and archive before being redistributed to SMC Montgomery and SMC Oklahoma City.

6.3.2  The Government reserves the right to move the product to another computer or site, at no additional cost.

6.3.3  All software must include media; at least two printed copies and reproducible CDs.

6.3.4  The Government reserves the right to duplicate product disks, tapes and/or cartridges for back up purposes only.

6.3.5  Product version releases and fixes will be subjected to a centralized installation compatibility assurance checkout at a DISA managed facility on a test domain at no additional cost to the Government.  This test domain may or may not be on the same CPU for which the product is licensed.  The product being subjected to installation compatibility checkout will not be made available for production or development use or execution.

6.3.6  The Government reserves the right to install, access and use the product at any of the Government’s computing and help desk facilities for the purpose of testing, supporting, distribution and production simulation (not production) of the licensed product, at no additional cost.

6.3.7  The Government reserves the right to install all maintenance releases on the CPUs at the designated Continuity of Operations (COOP) site(s) for testing, problem resolution purposes and to ensure there will be no operational delays in association with transition of workload from a DISA managed facility to the COOP site(s), at no additional cost.

6.3.8  The DISA System Support Office (SSO) will distribute the initial and subsequent releases of software products.

7.  Place of Performance.
Requiring Activity

DISA Computing Services CDKM

401 East Moore Drive, Building 857

Gunter Annex Maxwell AFB, AL  36114

and

DECC Oklahoma City

8705 Industrial Boulevard, Building 3900

Tinker AFB, OK  73145-3352

a.  Prior to incurring any long distance travel expenses, the contractor shall obtain written approval from the TM that approves approximate travel dates, expected duration, origin and destination, purpose, estimated costs and the number and names of personnel traveling.  All travel associated with this SOW will be accomplished utilizing a contract line item number (CLIN) for travel-related expenses.


b.  The place of performance will be at the discretion of the Government and could be at any of the 18 operational DISA locations, including DISA Montgomery at 401 East Moore Drive, Building 857, Gunter Annex Maxwell AFB, AL  36114.

8.  Period of Performance.  The period of performance is 120 calendar days after award and receipt of hardware.

9.  Delivery Schedule.  All the electronic deliverables are to be transmitted to the DISA SMC Montgomery Office.  For all technical deliverables, the Procuring Contracting Officer (PCO) shall receive a copy of the transmittal letter.

	SOW Task#
	Deliverable Title
	CDRL/DID#
	Number/Format
	Calendar Days After TO Start

	1
	Status Report
	
	Standard Distribution
	Weekly

	2
	Hardware
	
	
	Within 60 Days of Award

	3
	Software
	
	
	Within 60 Days of Award

	4
	Implementation and Testing of Archive Solution
	
	
	Within 60 Days of Hardware Installation


10.  Security.  This SOW provides for access to Government computer systems.  All contractor personnel performing service under this contract are designated as Critical Non-Sensitive, ADP II positions, and must have a favorably completed National Agency Check with Inquiries (NACI) prior to performance.  In addition, all contractor personnel shall comply with all applicable security instructions, guidelines, regulations, and provisions in effect at DISA.  Contractor personnel shall wear and display all required identification badges at all times.

11.  Government-Furnished Equipment (GFE)/Government-Furnished Information (GFI).  The Government will provide the prerequisite hardware, software, and staff skills required to ensure the timely and successful implementation.  DISA also agrees to provide the following:

· Access to the servers (and Administrator/root user passwords) on which archive software is to be installed

· Access to staff with authority to install software and configure those servers

· Access to staff with authority to request an outage to reboot the server if necessary to complete installation

· CD-ROM Drive to load software onto designated platforms

· Access to client personnel for Project evaluation and Technical support

· A copy of DISA Instruction 630-230-19, Information Systems Security, Jul 1996, will be made available upon request.

DISA will supply sufficient workspace, workstations, materials and related resources, which may be needed by for timely performance of the project.

12.  Other Pertinent Information or Special Considerations.

a.  Travel Reporting.  All travel shall be in accordance with the Joint Travel Regulations (JTR) and approved by the Task Monitor or Alternate Task Monitor prior to travel.  Contractor personnel shall provide a trip report detailing the results of any official travel approved and paid for by the Government to accomplish official duties.  This report is due by the 5th workday after return from travel and shall be in Microsoft Word format.

b.  Inspections and Acceptance.  The ESM Program office located at System Support Office, SSO Montgomery, 401 East Moore Drive, Maxwell AFB, Gunter Annex, AL  36114-3001, shall perform inspection and acceptance processes of all output, contractor performance, and reports.

c.  Acceptance of Solution.  The Government will fully accept the solution after the successful completion of the 30-calendar day acceptance period.  The acceptance period will begin after installation and vendor’s ready for use (RFU) certification.  Successful completion of the acceptance period requires satisfactorily meeting the following:

d.  Testing the Solution.  To include failover to the alternate site and failback to the primary site and all data replication scripts

e.  Packaging and Shipping.  Packaging and marking of all deliverables shall be in accordance with the best commercial practice necessary to ensure safe and timely delivery at destination and shall be in accordance with applicable DISA documentation standards and security requirements.  All data and correspondence submitted to the Contracting Officer and the Task Monitor shall reference: 1) the contract number, 2) the task order number, and 3) the names of the CO and /or TM.

f.  Delivery Address.
SMC Montgomery

Attn:  CDTM
401 East Moore Drive, Building 857
Maxwell AFB/Gunter Annex
Montgomery, AL  36114-3001


g.  Invoicing /Accounting Procedures.  The contractor shall furnish a duplicate copy of invoices to the Financial Management Division (WEOTM).  The mailing address is DISA Montgomery, Attn:  401 East Moore Drive/Building 857, Maxwell AFB, Gunter Annex, AL  36114-3001.


h.  Skills and Analysis Methodologies.  Due to the nature of the work, contractor personnel on task 1 shall be familiar with the following areas:

· Applications/system software expertise with the archive solution products 

· Software development expertise

· Software testing expertise

· Generalized experience in implementing archive and document management solutions.

13.  Section 508 Accessibility Standards.  The following Section 508 Accessibility Standards, Technical Standards and Functional Performance Criteria are applicable (if box is checked) to this acquisition.

Technical Standards
 FORMCHECKBOX 
 1194.21 - Software Applications and Operating Systems

 FORMCHECKBOX 
 1194.22 - Web Based Intranet and Internet Information and Applications

 FORMCHECKBOX 
 1194.23 - Telecommunications Products

 FORMCHECKBOX 
 1194.24 - Video and Multimedia Products

 FORMCHECKBOX 
 1194.25 - Self-Contained, Closed Products

 FORMCHECKBOX 
 1194.26 - Desktop and Portable Computers

 FORMCHECKBOX 
 1194.41 - Information, Documentation and Support

The Technical Standards above facilitate the assurance that the maximum technical standards are provided to the Offerors.  Functional Performance Criteria is the minimally acceptable standards to ensure Section 508 compliance.  This block is checked to ensure that the minimally acceptable electronic and information technology (E&IT) products are proposed.

Functional Performance Criteria
 FORMCHECKBOX 
 1194.31 - Functional Performance Criteria

Section F - Deliveries or Performance
Delivery Information
	CLIN
	DELIVERY DATE
	QUANTITY
	SHIP TO ADDRESS
	UIC

	
	
	
	
	

	0001
	POP 24-SEP-2004 TO

30-JAN-2005
	N/A
	FOB:  Destination
	

	
	
	
	
	

	0002
	POP 24-SEP-2004 TO

30-JAN-2005
	N/A
	FOB:  Destination
	

	
	
	
	
	

	0003
	N/A
	N/A
	N/A
	N/A

	
	
	
	
	

	0004
	N/A
	N/A
	N/A
	N/A


Section G - Contract Administration Data
CLAUSES INCORPORATED BY FULL TEXT

Accounting and Appropriation Data
AA:  97X4930.5F20 000 C1013 0 068142 2F 255011

AMOUNT:  $6,065,328.94

CLIN/SubCLIN
Purchase Request Number
Obligated Amount

0001
DHQCNT04MP60034
$5,070,902.16
0002
DHQLGL04MPL0144
$246,853.48
0002
DHQCSD05MPC0028
$747,573.30
Total Amount Obligated
$6,065,328.94

Task Order Total Amount
$6,065,328.94
DITCO Points of Contact
Contracting Officer
Name:

Organization:  DISA/DITCO-Scott (PL8232)

Phone No.:

E-Mail:

Contract Specialist
Name:

Organization:  DISA/DITCO-Scott (PL8232)

Phone No.:

E-Mail:

Contractor Point of Contact
Contractor Name:  Northrop Grumman Information Technology

DUNS:  064677243

CAGE Code:  1V4D7

Contractor POC:

E-Mail Address:

Phone Number:

Fax Number:

Electronic invoices may be sent to:
invoicereceipt@scott.disa.mil
Questions regarding invoices may be directed to (618) 229-9228.  Vendors may check the status of invoices at the following web site:

http://www.dfas.mil/money/vendor
CREDIT CARD METHOD OF PAYMENT
If payment is to be made via credit card, contact the Contracting Officer listed above.

