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SECTION B Supplies or Services and Prices

	ITEM NO
	SUPPLIES/SERVICES
	QUANTITY
	UNIT
	UNIT PRICE
	MAX AMOUNT

	0001
	
	1.00
	Each
	$3,527,371.00
	$3,527,371.00

	
	Information Assurance Support Services

FFP - Internet Monitoring Framework (IMF) Development and Support as in accordance with SOW dated 11 Jul 02.  Period of performance of this order is from 12 Aug 02 thru 11 Aug 03 as specified in Litton/TASC proposal dated 29 Jul 02 which is incorporated by reference.

PURCHASE REQUEST NUMBER DNCMR26088
	

	
	
TOTAL MAX PRICE - $3,527,371.00
	


SECTION G Contract Administration Data

ACCOUNTING AND APPROPRIATION DATA

	
	
	

	AA: 
	97X4930.5F20 000 C1013 0 068142 2F 255011 
	

	AMOUNT:  
	MIPR:  DNCMR26088 - $   245,098.03 AVAILABLE FUNDS

DNCMR26088 - $3,282,272.97 FY03 SAF 
	


CLAUSES INCORPORATED BY REFERENCE:

	Buyer Info 
	DITCO POCs 
	OCT 2001
	


I ASSURE TASK ORDER (TO) STATEMENT OF WORK (SOW)
as of 11 Jul 2002
	Contract Number:
	DCA200-00-D-5019

	Task Order Number:
	0014

	IAssure Tracking Number:
	00111.00

	Follow-on to IAssure Contract and Task Order Number:
	Not Applicable


1.  Task Monitors (TMs).
2.  Task Order Title.  Internet Monitoring Framework (IMF) Development and Support

3.  Background.  The mission of the NCS is to assist the President, the National Security Council, the Director of the Office of Science and Technology Policy, and the Director of the Office of Management and Budget in (1) the exercise of the telecommunications functions and responsibilities, and (2) the coordination of the planning for and provision of national security and emergency preparedness (NS/EP) communications for the Federal government under all circumstances including crisis or emergency, attack, recovery and reconstitution. This mission can be traced primarily to Executive Order 12472, “Assignment of National Security and Emergency Preparedness Telecommunications Functions,” issued in April 1984.  Much of the work the NCS has undertaken in the Internet arena however, has been a direct result of White House initiatives regarding critical infrastructure protection (CIP). Key CIP directives include Presidential Decision Directive 63, “Critical Infrastructure Protection,” May 1998 and Executive Order 13231, “Critical Infrastructure Protection in the Information Age,” October 16, 2001. Additional information on the NCS can be found at http://www.ncs.gov.  The work specified in this SOW builds upon work performed by Akamai Technologies, Inc., for the NCS, which was a result of White House direction to develop capabilities in the area of Internet security in anticipation of further and more intense cyber attacks. This work resulted in two tools, the Internet Anomaly Reporting System (IARS) and the Attack Early Warning System (AEWS). IARS takes network-to-network performance (latency) data as input, and allows querying, trending, and alerting on that data. AEWS analyzes Border Gateway Protocol (BGP) traffic to detect when IP address ranges (prefixes) are announced by different Autonomous Systems (ASs) than usually originate those prefixes.

4.  Objectives.  While the mission of the National Communications System (NCS) has traditionally centered about the telecommunications infrastructure of the United States, the borderless nature of the Internet has put the NCS in a position where it must concern itself with network behavior on a global basis. The focus remains on North America, but awareness worldwide is essential. As such, the NCS is developing enhanced capabilities for monitoring the status of the Internet. This statement of work (SOW) specifies enhancement of existing NCS capabilities as well as the establishment of new capabilities. Both off-the-shelf technologies and those requiring further research or development may be used satisfy these requirements.

5.  Scope.  The contractor shall develop and deploy prototype tools for monitoring the status of the Internet, and provide the data feeds and hosting environment necessary to support them.  The contractor shall comply with the appropriate DoD-approved architectures, programs, standards and guidelines, such as Defense Information Infrastructure (DII) Strategic Technical Guidance (STG), DII Common Operating Environment (COE), Defense Information Systems Network (DISN) and Shared Data Environment (SHADE).  Specific services addressed in this SOW are:

· Task Area 2 - Standards, Architecture, Engineering and Integration Support
· Task Area 3 - Solution Fielding/Installation and Operations
6.  Specific Tasks.
6.1  Task 1 - Contract-Level and TO Management.
6.1.1  Subtask 1 - Integration Management Control Planning.  Provide the technical (task order level) and functional activities at the Contract Level needed for the Program Management of this SOW. Include productivity and management methods such as Quality Assurance, Progress/status reporting, and Program Reviews at the Contract and Task Order level. Provide the centralized administrative, clerical, documentation and related functions.

6.1.2  Subtask 2 - TO Management.  Prepare a TO Management Plan describing the technical approach, organizational resources and management controls to be employed to meet the cost, performance and schedule requirements throughout TO execution.  Provide a monthly status report monitoring the quality assurance, progress/status reporting, and program reviews applied to the TO.

6.2  Task 2 - Internet Monitoring Framework.  The contractor shall develop an integration framework by which the tools developed under this contract and tools developed later may be integrated.  The framework shall also accommodate the following previously developed tools:

· Internet Anomaly Reporting System (IARS) - IARS takes network-to-network performance (latency) data as input, and allows querying, trending, and alerting on that data.

· Attack Early Warning System (AEWS) - AEWS detects when IP address ranges (prefixes) are announced by different Autonomous Systems (ASs) than usually originate those prefixes. AEWS builds up a database of “usual announcers” and includes any AS that announces a prefix more than 5% (the current threshold) of the time as a “usual announcer” for that prefix.

For reference, the AEWS/IARS Installation and Operations Guide is provided in Appendix A and the AEWS/IARS User Guide is provided in Appendix B.  See Fig 6-1 for a conceptual illustration of the IMF.
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Figure 6-1, Internet Monitoring Framework (IMF)

6.2.1  Subtask 1 - Data Application Programming Interface.  The contractor shall develop an application-programming interface (API) for use with IARS, AEWS, and all tools developed under this SOW that establishes an abstraction layer between the data and the applications. This API shall provide for the importation of performance, topology, and routing information from both government and industry sources. Extensible Markup Language (XML) will likely be the underlying syntax; the contractor shall work with NCS to define agreed-upon semantics for data transfer.
6.2.2  Subtask 2 - User Interface API.  The contractor shall develop an API that establishes an abstraction layer between the user interface specified below and IARS, AEWS, and all tools developed under this SOW. It is anticipated that XML will be the underlying syntax; the contractor shall work with NCS to define agreed-upon semantics.
6.3  Task 3 - User Interface. The contractor shall develop an integrated user interface (UI) that allows the user to access IARS, AEWS, and the tools developed under this SOW using a web browser and a single sign-on. The interface shall be compatible with Netscape Communicator 4.73 and later, and with Microsoft Internet Explorer 5.5 and later. In addition, the UI shall meet the following requirements:

6.3.1  Map-Based Views.  The UI application shall provide users the capability to overlay on the same display, in any combination, the map-based outputs of IARS and the tools developed under this SOW that generate maps. This interface shall be developed to allow for selection of network data based upon major geographic regions. The contractor shall work with NCS to define those regions.

6.3.2  Graph Integration.  The UI application shall provide the capability for graph-based output from IARS or any of the tools developed under this SOW to be integrated with any map-based view.

6.3.3  Encryption.  The link between the server hosting the UI application and a user’s browser shall be secured using Secure Sockets Layer (SSL) v3.0 with a minimum of 128-bit encryption. Other approaches may be substituted if first approved by the Government task monitor.

6.3.4  Authentication and Access Control.  The UI application shall authenticate users via a user identification (UID) and password scheme, and shall be capable of supporting at least 100 user accounts.  Other approaches may be substituted if first approved by the Government task monitor.

6.3.5  Simultaneous Users.  The UI application shall be capable of supporting at least 100 users simultaneously accessing the server.

6.4  Task 4 - Internet Monitoring Tools. The contractor shall develop the following prototype tools:

6.4.1  Subtask 1 - Critical Node Monitor (CNM). The contractor shall provide a prototype system to accept and display performance and availability data for specific critical nodes within the Internet.

6.4.1.1  Trend Analysis.  The CNM shall be capable of accessing and performing trend analysis on archived CNM data. The criteria for the trend analysis shall be user selectable.

6.4.2  Subtask 2 - Internet Worm Early Warning System (IWEWS) Tool.  The contractor shall provide a prototype system that will look for indications of worm activity within the Internet. It is envisioned that this tool will analyze server error logs, honey pot logs, IDS/firewall logs, and/or backscatter data from different networks to detect such activity, but the actual solution is left to the contractor.

6.4.3  Subtask 3 - BGP AS Viewer.  The contractor shall provide a prototype system allowing user access to a dynamic database that is generated from the BGP feeds supplied under this SOW.  This interface will allow for selecting an Autonomous System and browsing links to that network’s customers, transit providers, peers, and announced IP prefixes.

6.4.4  Tool Deployment.  The Government understands that in order to monitor the status of the Internet, software may be required to run on privately owned systems in proprietary networks for security and privacy reasons. The Government understands that the owners of these networks shall retain ownership of all such systems and all aspects of their networks.

6.5  Task 5 - Internet Performance and Activity Data.  The Government requires Internet performance and activity data to support both non real-time and near-real-time modeling and analysis. The contractor shall provide the following types of data:

· AS-to-AS Latency

· Critical Node Performance

· Border Gateway Protocol (BGP) Activity

· Worm Activity

These data shall be provided to the IMF tool suite on a near-real-time or “live” basis. In addition, the data shall be archived for rapid retrieval to support trend analysis and other non real-time activities.  The Government realizes there are sources other than the network operators for this information and will consider data from any valid source.  The Government also understands that there are other types of information (e.g., AS-to-AS throughput, intrusion detection system/firewall activity, Domain Name System (DNS) activity, etc.) that could be used to help assess the status of the Internet, but these are beyond the scope of this particular SOW.

6.5.1  Subtask 1 - AS-to-AS Latency. The contractor shall provide Autonomous System-to-Autonomous System (AS) network performance information in terms of latency every five (5) minutes for at least 25 ASs, and shall provide hourly partial AS-to-AS latency measurements for 150 additional ASs.  The contractor shall work with the Government task monitor to perform a monthly review of network sources, and shall comply with Government requests for network information changes, to the extent the contractor has such information available, at no additional cost.
6.5.2  Subtask 2 - Critical Node Performance.  The contractor shall provide performance monitoring in the form of network latency and response time data for up to 200 NCS-specified IP addresses.  The contractor shall work with the Government task monitor to perform a monthly review of these addresses, and shall comply with Government change requests at no additional cost.
6.5.2.1  Update Rate and Transparency.  Critical node performance data shall be updated every five (5) minutes. The Government understands however, that scans of this frequency can draw unwanted attention and filtering from service providers.  The contractor shall provide a means for circumventing this problem.
6.5.2.2  Measurement Points. Critical node performance data shall be collected from points within at least 25 different ASs, including at least five (5) international and five (5) smaller regional networks, to mitigate the impact of discontinuities in the fabric of the Internet.
6.5.3 - Subtask 3 - Border Gateway Protocol (BGP) Activity. The contractor shall provide live feeds suitable for use by AEWS and the BGP AS Viewer specified earlier. One (1) feed from each of 25 different ASs, including at least five (5) international and five (5) smaller regional networks, shall be provided. The contractor shall work with Government task monitor to perform a monthly review of network sources for BGP information, and shall comply with Government requests for changes of source networks for BGP feeds to the extent the contractor has such information available, at no additional cost.
6.5.4  Subtask 4 - Worm Activity. The contractor shall provide live feeds suitable for use by the IWEWS tool specified earlier. One (1) feed from each of 25 different ASs, including at least five (5) international and five (5) smaller regional networks shall be provided.
6.6  Task 6 - Statistical Analysis.  The contractor shall provide statistical modeling and analysis support as described below. In addition to the results of the analysis, documentation shall be provided including the details of and the rationale behind the methods used.

6.6.1  Subtask 1 - Analysis Framework. The contractor shall define a framework for the statistical analysis of data utilized by IARS, AEWS, and the systems developed under this SOW.  Analysis methods will include, but not be limited to, Discriminate Analysis, K-means Cluster Analysis, Principle Component Analysis, and Times Series/Autoregression Integrated Moving Average (ARIMA).

6.6.2 - Subtask 2  Modeling. The contractor shall provide comparative modeling using different variables from the data sets, and shall correlate performance and availability with at least 3 locations where most or all of those same variables are fixed.
6.7 - Task 7 – Data Collection and Hosting Environment.  The contractor shall provide a data collection and hosting environment (DCHE) in the Washington DC area where the IMF servers will be located and the data feeds will terminate. The DCHE shall be located in a building with at least two (2) telecommunications providers through which NCS can connect, and the building shall have redundant fiber entrances.  Additional DCHE requirements include:

6.7.1  Subtask 1 - IMF Servers. The contractor shall host IARS, AEWS, and all tools developed under this SOW on servers within the DCHE. This includes operation and maintenance of the servers.

6.7.2  Subtask 2 – Supporting Hardware and Software. The contractor shall provide all hardware and software required to implement the tools and archive the data specified in this SOW in the DCHE. The contractor shall transfer these items to the Government at the conclusion of the TO. GFE is available to host IARS and AEWS.

6.7.3  Subtask 3 - Connection to NCS. The contractor shall provide the capability for Government to run up to 12 T1s and two (2) T3s to the DCHE. The Government will bear the cost of the links, but termination of these links within the DCHE shall be at no additional cost.

6.7.4 - Subtask 4 - DCHE Documentation.  The contractor shall document the configuration of the DCHE.

7.  Place of Performance.  The tasks specified in this SOW shall be performed at the contractor’s facilities. Travel between the contractor’s facilities, including the DCHE, and the NCS may be required.

8.  Period of Performance.  All tasks specified in this SOW shall be completed within 365 calendar days of TO award.

9.  Delivery Schedule.
	SOW Task#
	Deliverable Title
	CDRL/DID#
	Due Date
	Copies
	Distribution
	Frequency and Remarks

	6.1.1
	Plan
	A003/DI-MGMT-80347
	Draft due 15 calendar days after award. Final due 30 calendar days after award.
	
	Standard Distribution*
	

	6.1.2
	Report
	A008/DI-MGMT-80368
	See Frequency and Remarks
	
	Two Copies to TM; Letter Only to KO
	Monthly, on 5th workday


	SOW Task#
	Deliverable Title
	CDRL/DID#
	Due Date
	Copies
	Distribution
	Frequency and Remarks

	6.2
	Technical Report (IMF)
	DI-MISC-80508A

2 paper copies and 2 CD copies in a Microsoft Word 2000 or Adobe Acrobat compatible format
	120 calendar days after award
	
	Standard Distribution*
	

	6.3
	Computer End Item Documentation (UI)
	DI-IPSC-80590A

2 electronic copies on CD 
	120 calendar days after award
	
	Standard Distribution*
	

	6.3
	Software User Manual (UI)
	DI-IPSC-81443A

2 paper copies and 2 CD copies in a Microsoft Word 2000 or Adobe Acrobat compatible format
	120 calendar days after award
	
	Standard Distribution*
	

	6.4.1
	Computer End Item Documentation (CNM)
	DI-IPSC-80590A

2 electronic copies on CD
	270 calendar days after award
	
	Standard Distribution*
	

	6.4.1
	Software User Manual (CNM)
	DI-IPSC-81443A

2 paper copies and 2 CD copies in a Microsoft Word 2000 or Adobe Acrobat compatible format
	270 calendar days after award
	
	Standard Distribution*
	

	6.4.2
	Computer End Item Documentation (IWEWS)
	DI-IPSC-80590A

2 electronic copies on CD
	270 calendar days after award
	
	Standard Distribution*
	

	6.4.2
	Software User Manual (IWEWS)
	DI-IPSC-81443A

2 paper copies and 2 CD copies in a Microsoft Word 2000 or Adobe Acrobat compatible format
	270 calendar days after award
	
	Standard Distribution*
	

	6.4.3
	Computer End Item Documentation (BGP)
	DI-IPSC-80590A

2 electronic copies on CD
	360 calendar days after award
	
	Standard Distribution*
	

	6.4.3
	Software User Manual (BGP)
	DI-IPSC-81443A

2 paper copies and 2 CD copies in a Microsoft Word 2000 or Adobe Acrobat compatible format
	360 calendar days after award
	
	Standard Distribution*
	

	6.5.1
	AS-to-AS Latency Data Feed
	
	From 30 calendar days after award though TO completion
	
	Deliver to DCHE
	

	6.5.2
	Critical Node Performance Data Feed
	
	From 270 calendar days after award though TO completion
	
	Deliver to DCHE
	


	SOW Task#
	Deliverable Title
	CDRL/DID#
	Due Date
	Copies
	Distribution
	Frequency and Remarks

	6.5.3
	BGP Activity Data Feed
	
	From 30 calendar days after award though TO completion
	
	Deliver to DCHE
	

	6.5.4


	Worm Activity Data Feed
	
	From 270 calendar days after award though TO completion
	
	Deliver to DCHE
	

	6.6
	Technical Report (Statistical Analysis)
	DI-MISC-80508A

2 paper copies and 2 CD copies in a Microsoft Word 2000 or Adobe Acrobat compatible format
	180 calendar days after award
	
	Standard Distribution*
	

	6.7.1
	Hosting
	
	From 30 calendar days after award though TO completion
	
	Deliver at DCHE
	

	6.7.2
	Supporting Hardware & Software
	
	At completion of TO
	
	Deliver s/w to Primary TM, deliver h/w to:

DISA Warehouse, Bldg 15, 701 S. Court House Rd, Arlington, VA 22204
	

	6.7.3
	Connection to NCS
	
	From 30 calendar days after award though TO completion
	
	Deliver at DCHE
	

	6.7.4
	Technical Report
	DI-MISC-80508A

2 paper copies and 2 CD copies in a Microsoft Word 2000 or Adobe Acrobat compatible format
	60 calendar days after award
	
	Standard Distribution*
	Update every 60 calendar days 

	* Standard Distribution:  1 copy of the transmittal letter without the deliverable to the Contracting Officer (DITCO-Scott (AQSS32));

1 copy of the transmittal letter with the deliverable to the Primary TM


10.  Security.
10.1  Classification.  The tasks and the deliverables identified in this SOW are UNCLASSIFIED.

10.2  DISA Information Assurance Vulnerability Alert (IAVA) Compliance.  The contractor shall comply with all applicable DISA IAVAs for the software systems delivered under this TO.

10.3  National Security Agency (NSA) Security Recommendation Guides Compliance.  The contractor shall follow all applicable NSA Security Recommendation Guides for the software systems delivered under this TO. In the event there is a conflict between an IAVA and these guides, the IAVA shall take precedence. These guides are available at http://www.nsa.gov.

11.  Government-Furnished Equipment (GFE)/Government-Furnished Information (GFI). Four (4) dual Pentium III servers were procured by the Government and provided as GFE to Akamai Technologies to support IARS and AEWS development and testing. These servers will be made available for use in the DCHE for continued support of IARS and AEWS.

12.  Other Pertinent Information or Special Considerations.
12.1  Identification of Possible Follow-on Work. The Government may require additional support in the form of preparing and editing documents and presentations, delivering briefings, consulting on Internet monitoring, developing patches for IARS and AEWS, etc. Follow-on tool development and data collection may be required for areas such as AS-to-AS throughput, intrusion detection system/firewall activity, and Domain Name System (DNS) activity. The Government may also require continuation of the data feeds and DCHE specified in this SOW.

12.2  Identification of Potential Conflicts of Interest (COI).  No potential COI have been identified.

12.3  Identification of Non-Disclosure Requirements.  All contractor personnel must sign non-disclosure agreements.

12.4  Packaging, Packing and Shipping Instructions.  Packaging, packing and shipping shall be in accordance with the provisions of the I Assure contract.

12.5  Inspection and Acceptance Criteria.

12.5.1  Acceptance Criteria.  The primary and/or alternate TM will review all draft and final deliverables to ensure accuracy, functionality, completeness, professional quality, and overall compliance within the guidelines/requirements of the delivery order.  The contractor shall ensure the accuracy and completeness of all deliverables in accordance with referenced policy, regulations, laws, and directives.  Reports and presentations shall be concise and clearly written.  Errors, misleading or unclear statements, incomplete or irrelevant information, and/or excessive rhetoric, repetition, and “padding”, or excessive length if a page limit is imposed, shall be considered deficiencies and will be subject to correction by the contractor at no additional cost to the Government.  Unless otherwise indicated, the government will require 20 workdays to review and comment on deliverables.  If the deliverable does not meet the noted criteria, the Government will return it.

12.5.2  Rejection Procedures.  A rejected deliverable will be handled in the following manner:

· After notification that the deliverable did not meet the acceptance criteria the contractor shall resubmit updated/corrected version 10 workdays after receipt of government comments.

· Upon re-submission by the contractor the Government will reapply the same acceptance criteria. If the deliverable does not meet the acceptance criteria a second time the government may consider the contractor as having deficient performance with respect to the subject task. 

12.6  Intellectual Property Rights. The deliverables specified in this SOW, together with the models, tools, studies, data schema, including all source and compiled codes, executable codes, object and software algorithms that the contractor develops under this contract as components of such deliverables, shall become the property of Government. All raw data derived or obtained using privately funded means, but supplied pursuant to Section 6.5 of this SOW (a) shall remain the sole property of the data provider, (b) will be used by the NCS solely for official NCS purposes, and (c) will not be distributed by the NCS to any third party (including any other agency of the United States government). NCS owns and may release at their discretion however, all summary reports and conclusions based on NCS analysis of these data.

Appendix A

AEWS/IARS Installation and Operations Guide
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Appendix B

AEWS/IARS User Guide


[image: image4.wmf]AEWS/IARS User 

Guide


_1087974732.doc


AEWS/IARS Installation and Operations Guide


Version 1.0.0
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1. Introduction


This chapter introduces the IARS and AEWS systems, explains what other manuals and documents exist and describes where further information can be found.


Description of AEWS


AEWS (Attack Early Warning System) receives BGP route updates from BGP neighbors, archives this information for quick retrieval, compares it to what is “normally” announced, and provides a web-based interface to display these anomalies and archived route updates.    Route tables are acquired from any routing registry service (currently RIPE), and used to determine what is “normal”.  Once anomalies are detected and stored, the user may display either all anomalies or only “interesting” anomalies that are meaningful to them.  Multiple “interesting” lists may be maintained and stored for different views or users.  The user interface provides a mechanism to drill down into received anomalies, which network normmally announces the IP range, and detailed information on which networks are currently (or normally) announcing the IP range.  Anomalies and interesting lists are archived in a SQL database.  The “normal” route list is stored in Unix .db files (for performance reasons).  Communication between various AEWS modules is through Unix IPCS.  A system is also available to monitor BGP connections and alert an operator should multiple connections fail.


Description of IARS


IARS (Internet Anomaly Reporting System) receives Internet performance data (Akatrend), archives this data in several formats, generates trend analysis information, performs trend analysis, and provides a web-based interface to display the detected trend anomalies as well as previous raw received performance data.  Akatrend data is collected from Akamai servers delayed by a few minutes, storable in a SQL database for intelligent searches, stored in Unix style .db files (for performance lookups) and used to update the trending databases (.db’s).   One user interface allows the user to perform SQL-like searches on the raw performance data and display the information in either a raw-text format, or graphically.  The second user interface allows a user to see an overview of the current performance data, compared to what is “normal”.  This information is stored in either a color-coded matrix or a geographical view, allowing drilldowns to a particular connection, graphing the results.   Performance data is received for both UDP (response time) and TCP (throughput) for each Akatrend path.


Document Conventions


The following document conventions are used in the Installation and Operations Guide:


· Commands and Keywords are in either boldface or in the Courier New font.

· User-supplied variables are enclosed in <angle brackets>.


· Optional elements are shown in [square brackets].


· Alternative but required keywords are grouped in {braces} and separated by a vertical bar.


Related Manuals


The following documentation is available for AEWS/IARS users:


· Installation and Operations Guide

· User guide

· Various online help pages.

Getting Help


For more information about AEWS/IARS, send mail to ncsteam@akamai.com


Alternative contact information is as follows:


Akami Network Operations


877-6-AKAMAI (877-625-2624)


1-617-444-3007


The AEWS/IARS development team is available to answer questions and provide configuration advice.  We are also very interested in bug reports, feature requests and general feedback.


2. System Requirements


This chapter defines the initial software requirements on the AEWS/IARS host server in order to install AEWS/IARS. This chapter also details any special configuration settings and requirements for those required software packages.  A full installation of Redhat 7.3, with at least 30gb for the / filesystem is recommended. 

Required Software for AEWS/IARS Operation: 


AEWS and IARS require the following software to be installed, in the specified locations.  Detailed configuration information for several software packages is detailed below.   Although the installation information is regarding a full Redhat Linux 6.2 -> 7.3 install, this system should operate on any well-known Unix OS with little modification (though it may require recompilation of BGPD and routebtoa).


Name

Min Versions
Required path/name

Where to acquire from


wget

1.5.3

/usr/bin/wget


Included with Linux Distribution


lynx

2.8.3

/usr/bin/lynx


lynx rpm from ftp.redhat.com

JFS File System


Kernel 



See Below


Httpd (apache)
1.3.12

See Below


Included with Linux Distribution


whoami

2.0

/usr/bin/whoami


Included with Linux Distribution


perl

5.005_03
/usr/bin/perl


Included with Linux Distribution


zcat

1.2.4

/usr/bin/zcat


Included with Linux Distribution



tar

1.13.17

/usr/bin/tar????


Included with Linux Distribution


mysql

3.23.46

See Below


www.mysql.org




curl

7.9.1

/usr/bin/curl


Included with Linux Distribution


openssl

0.9.6b

/usr/bin/openssl


Included with Linux Distribution


gnuplot (exe)
3.7pl1

/usr/bin/gnuplot


Included with Linux Distribution


gnuplot (perl)
N/A

See Below


See Below


perl DBI

N/A

See Below


CPAN


perl libnet
N/A

See Below


CPAN


perl CPAN
N/A

See Below


CPAN


In order for the geomapping to work properly, your hostname MUST be your machines Fully Qualified Domain Name.


Installing the JFS Filesystem


IARS collects over 100 megabytes of Internet Performance data per day, which is stored in a SQL database for flexible data retrieval via the user interface.  Most operating systems, including Linux, have filesystems that only support 4 gig files.  Due to the fact that IARS data is stored in 1 table, the requirement to have a filesystem that allows larger files exists.  


IBM has recently made their filesystem JFS publicly available, and has ported it for most Operating Systems – including Linux.  We strongly recommend you install this filesystem, and place your IARS table on it.  Without a file system that supports large files, you will be limited to only storing a few weeks of Internet Performance Data.


The JFS filesystem can be found at: http://oss.software.ibm.com/developerworks/opensource/jfs/?dwzone=opensource

After installing the JFS filesystem, we recommend you create a large partition, create a JFS filesystem on it and locate your MySQL DB files there.


Configuring httpd


IARS and AEWS user interfaces are designed to operate using Apache httpd, version 1.3.12 or later.  It is the responsibility of the installer to follow standard Apache installation instructions for configuration and verification that httpd will start upon system startup.  Besides the standard configuration, the following httpd configuration options should be set:


The location of httpd is not important to IARS/AEWS since it will be started upon system startup.


The document root MUST be set to:



For http: /var/www/html



For https: /home/httpd


Https must be enabled, which requires the following:



Forward and reverse DNS properly configured for the machine’s IP



A certificate built – do not specify a passphrase



https enabled in the apache config files, ports 80 and 443


Run httpd as group iauser and user iauser by modifying the following directives in httpd.conf


User iauser


Group iauser


Modify the following directives in httpd.conf



Under document root /var/www/html,



Options FollowSymLinks to Options All



AllowOverride None to AllowOverride All



Options Indexes FollowSymLinks to Options Indexes FollowSymLinks Multiviews


Under <VirtualHost default: 443> add:



DocumentRoot “/home/httpd”



Server insert_dns_hostname+domainname_here



Uncomment SSLCipherSuite ALL:!ADH:~EXP!ORT56:RC4+RSA:+HIGH:+ME….



Add: RedirectMatch /https(.*) https://insert_dns_hostname+domainname_here/$1


Configuring MySQL


MySQL is utilized as the database engine for AEWS and IARS.  The user should install and configure generic MySQL, then make the following configuration changes:


Move your data directory where tables are stored to a large partition with large file support


Symlink the original MySQL data directory to the new location


Ensure MySQL starts on bootup


The install script will configure the necessary users and connection permissions.  Details below on the install script.  By default, only localhost will be able to access the database daemon, and without a password.  Please ensure that these two defaults are implemented.


Configuring the Linux Kernel


AEWS utilizes interprocess communication (messages) to communicate between bgpd (the route collector) and aewsd, the route processor.  The following changes must be made in the linux kernel include file: 


SOURCEDIR/include/linux/msg.h



Decrease MSGMNI to 8



Increase MSGMAX to 8192



Increase MSGMNB to 3072000



Increase MSGSSZ to 64


Recompile the kernel; install the new kernel and reboot.


Installing Required Perl Modules


Type the following commands to install the PERL DBI, libnet and CPAN modules:


perl -MCPAN –e ‘install “DBI”’


perl -MCPAN –e ‘install Bundle::libnet’


perl -MCPAN –e ‘install Bundle::CPAN’


perl -MCPAN –e ‘install “Time::HiRes”’


perl –MCPAN –e ‘install “Unix::Syslog”’


perl –MCPAN –e ‘install “String::CRC32”’


perl –MCPAN –e ‘install “Net::DNS”’

Install the Chart-Graph package from Caida:


Download Chart-Graph-2.0.tar.gz from: http://www.caida.org/tools/utilities/graphing/

Untar/gunzip it.


Enter the Chart-Graph-2.0.tar.gz directory.


Run perl Makefile.PL


When prompted which modules to install, ONLY select gnuplot.


Execute “make”


Execute “make test”


Execute “make install”


It should only install gnuplot, and skip all other packages.


Install the Perl-MySQL package:


ftp://ftp.orst.edu/pub/mysql/Downloads/Contrib/Msql-Mysql-modules1.2216.tar.gz

untar the downloaded file


cd into package directory


perl Makefile.PL


make


make install


3. AEWS/IARS Program File and Directory Structures


The following chapter outlines all files and directories utilized by AEWS and IARS. All files and directories will be created by the installation script, or by AEWS/IARS itself.  Details on the actual configuration and operation files can be found in the Operation chapter of this manual.


AEWS File/Directory Structure


Directory


Description


/bgp



DIR:  Root of all BGP executables, configuration files and source code


/bgp/bin



DIR:  Where all executables for BGP reside (executable details below)


/bgp/conf


DIR:  Root of all BGP configuration files


/bgp/conf/conf


FILE: bgpd peer configuration file


/bgp/conf/routes


FILE: 0 byte route file, used for future expansion of bgpd.


/bgp/logs


DIR:  Location of bgpd log files


/bgp/logs/status


FILE: Reports the status of all configured peers


/bgp/logs/updatelog

FILE: Reports the number of updates each peer has sent us.


/bgp/logs/unmatched-peers
FILE: Reports errors with peers that attempted to connect without matching configuration entries


/bgp/all_updates_mrt

DIR:  Location of all received route data, stored in MRT format


/bgp/all_updates_mrt/YYYY
DIR:  Location of all received route data, cataloged by YEAR (YYYY)


/bgp/all_updates_mrt/YYYY/MM
DIR:  Location of all received route data, cataloged by MONTH


/bgp/all_update…/YYYY/MM/DD
FILE: Location of MRT file(route data), cataloged by Day of Month


/bgp/peers_mrt/YYYY

DIR:  Location of route data, indexed by peer.


/bgp/peers_mrt


DIR:  Location of indexed peer route data, cataloged  by YEAR


/bgp/peers_mrt/YYYY/MM
DIR:  Location of indexed received peer route data, by MONTH


/bgp/peers_mrt/YYYY/MM/file
FILE: Indexed file used to display announcements from a particular peer, stored in the format of: LocalBGPip#LocalAS-PeerIP#PeerAS


/bgp/as_mrt/ASmod1000
DIR:  Location of indexed by AS route data.  The directory is the AS modulus 1000 (ie. AS 12833 is /bgp/as_mrt/12)




/bgp/as_mrt/ASmod1000/AS#
FILE: The actual AS# is the indexed file that stores route-update info.


/aews



DIR:  Root of all AEWS executables, configuration files and source



/aews/bin


DIR:  Where all executables for AEWS reside 


/aews/data


DIR:  Root of all AEWS data files


/aews/data/interesting

DIR:  Location of files utilized to store interesting display criteria


/aews/data/interesting/normal
DIR:  Locaiton of .db files that contain subnets that are interesting.


/aews/data/interesting/users.txt
FILE: Plain-text file that consists of all users for the AEWS UI.


/aews/data/summary/current
DIR:  Location where all compacted route storage .db’s are located


/aews/data/…/current/summary.db
FILE: .db file that stores the current route info for the last 14 days


/aews/data/…/current/prune.db
FILE: .db file that stores the computed “normal” route/as info. 


/aews/data/…/current/totals.db
FILE: .db file that stores route info needed to compute the normal info. 


/aews/data/…/current/totals.db
FILE: .db file that stores route info, keyed for quick lookup from the UI


/aews/data/accesslist

FILE: used by geektools whois


/aews/data/whois


FILE: used by geektools whois


/aews/ripedata


DIR:  Location of raw route tables, programs and associated files.


/aews/ripedata/ripe

DIR:  Location of downloaded route tables, in gzipped MRT format


/aews/ripedata/ripe/MM

DIR:  Directory of route table files, for the appropriate month (MM)


/aews/ripedata/ripe/daily
DIR:  .db files of consolidated route table information, route and originator stored


/aews/ripedata/src

DIR:  MRTd package source, which includes source for routebtoa exe.


/aews/src/origin_as_reader.c
FILE: Location of source code for the origin_as_reader executable


/aews/src/peer_reader

FILE: Location of source code for the peer_reader executable


/aews/src/peer_checker.c

FILE: Location of source code for the peer_checker executable


AEWS Program Locations


Directory


Description


/bgp/bin/bgpd
Executable accept BGP connections, record route announcements in MRT format, and pass them to aewsd using IPC for processing.


/bin/bin/aewsd
Executable to accept route announcements from bgpd, determine if the announcement is “normal”, and record all non-normal announcements for user review. 


/aews/library.pl
Library file for all AEWS functions – defines paths, tunables and constants.


/aews/bin/origin_as_reader
Executable utilized by the front-end to read past route announcements, organized by origin as.  Utilized to display history of route announcements, by origin AS.


/aews/bin/peer_reader
Executable utilized by the front-end to read past route announcements, organized by BGP peer.  Utilized to display history of route announcements, by BGP peer.


/aews/bin/dump_prune.pl
Executable to convert existing .db route pruned, “pruned.db” file to standard ASCII for debugging.


/aews/bin/dump_summary.pl
Executable to convert existing .db route summary file, “summary.db” file to standard ASCII for debugging.


/aews/bin/make_summary.pl
Executable that takes the last 14 days of condensed route table info, summarizes each route entry from each unique origin and stores in summary.db


/aews/bin/prune_summary.pl
Executable to take summary.db and compute what routes are “normal” based on who normally announces them, and how often.  The results, pruned to only the normal routes and corresponding announcers are stored in prune.db.


/aews/bin/peer_checker
Executable to monitor BGPD connections and alert user(s) if 3 or more connections fail.


/aews/bin/mail_peer_error.sh
Script to mail users when an alert is detected from peer_checker.  This script should be modified to alert an appropriate user when BGPD neighbors fail to send routes.


/aews/riptedata/ripe.sh
Wrapper to set various shell environments and execute ripe.pl.  This is the executable that is run daily from cron to retrieve the latest route tables from preferred locations (currently RIPE).  Restarts aewsd after new route tables are processed.


/aews/ripedata/ripe.pl
Executable to fetch RIPE route tables, convert them to Ascii, process them into condensed .db files, then summarize the .db files into 1 daily “route table” .db file, stored in /aews/data/daily.


/aews/ripedata/routebtoa

MRT file to text processor, part of the MRTd package.


/etc/init.d/aewsd


Startup script for aewsd


/etc/init.d/bgpd


Startup script for bgpd


/home/httpd/aews/aews_sql.pl
AEWS Error querier and reporter user interface


/home/httpd/aews/bgp_update_viewer.pl
AEWS front-end for displaying route update history.


IARS File/Directory Structure


Directory


Description


/iars



DIR:  Root of all IARS executables, configuration files and source



/iars/bin



DIR:  Where all executables for IARS reside (executable details below)


/iars/data


DIR:  Root of all IARS data files


/iars/data/akatrend
DIR: Location of .db (DBM) files that the data utilized to determine normalization and trending information of Akatrend Internet Performance data.


/iars/data/akatrend/reg_by_hour
DIR:  Location where (DBM) files are located.  weekday_hour.db (availability info) and weekday_hour-per.db (performance data).  One file exists for each day and each hour of the week.  The files store consolidated normalization information for the last 6 weeks, that day, that hour, for each region to region.


/iars/data/a…/daily/processed/avl
DIR: Files utilized to note which daily .db availability files have been consolidated into hourly trend files.


/iars/data/akatrend/daily/tcp(udp)
DIR: Files that store TCP performance data, indexed by day.



Actual files are named: weeknum-weekday_avl.db – stores availability info,  weeknum-weekday_per.db – stores performance info, weeknum-weekday_crc.db – stored info to assure duplicate entries are not entered into the db’s. Current-avl-values.db, current-avl.db, current-per-values.db, current-per.db – these files aree used to calculate and display the current 15 minute performance information, quickly.


/iars/data/akatrend/by_reg/
DIR:  Stores trending info by region/region – for matrix computations.


/iars/data/db_import
DIR: Tracks which Akafast files have been imported into the SQL database for querying, temporary processing location while SQL import is occurring – regarding performance data.


/iars/data/as_region.txt

A list of regions and their corresponding region numbers.


/iars/data/regions.txt

Region information, turned into a db upon install.


/iars/data/as_region.d

As to region correlation db..


/iars/data/tmp


Temp files utilized for processing various requests.


/iars/data/labels


Region names/labels utilized for the matrix


/iars/data/quick


DB files that populate all dropdowns for SQL page (as, region, IP info)


/iars/data/latlon.txt

Region information, turned into a db upon install


/iars/data/gnuplot


Cache used to store previously build graphs from IARS Sql query page.


/iars/data/perflog/Sockeye/AkaFast/latest  Raw Akafast data, collected from Akamai


IARS Program Locations


Directory


Description


/iars/library.pl
Library file for all IARS functions – defines paths, tunables and constants.


/iars/bin/go.sh
Script run every 15 minutes to take the last 15 minutes of Akafast data and inject it into the sql database.  If you are not using the SQL search page, you should disable this from your iauser cron.  The install script installs this in your crontab.


/iars/bin/iars.pl
Executable run by go.sh to grab new Akafast data, and prepare it for SQL import.  Converts IP’s to regions and regions to AS’s.


/iars/bin/import.sh
Script to import converted Akafast data (from iars.pl) into the SQL table.  Run from go.sh, every 15 minutes.


/iars/bin/iars_aslookup.pl
Executable that converts all Akafast AS’s (determined from IP’s/AEWS databases) into real AS “names” using whois.  Stores results in /iars/data/quick/current/query_as.db and respond_as.db (which is the same place it originally receives the in-use AS numbers).


/iars/bin/iars_quick.pl
Generates .db files located in /iars/data/quick/current.  These files hold all possible values to populate various dropdowns in the user-interface.  Especially the AS and IP dropdowns in the IARS SQL search page.


/iars/bin/make_as_regions.pl
Creates a fast lookup db for the matrix and map view from a pre-populated .txt file.  Created weekly and in the startup script.


/iars/bin/make_asowner.pl
Populates /aews/data/summary/current/asowner.db with all AS# for all appropriate, in-use IP’s that are stored in the akafast performance files.  Corresponds Akafast data with the related AS.  Run weekly from cron (installed from startup script).


/iars/bin/make_regions
Creates a region to region nameand region to lat/lon geo mapping db, created from text file upon startup and weekly in cron.


/iars/bin/process_akafast.pl
Program run every 15 minutes to take the latest Akafast data, condense it, store it in appropriate daily .db files and store it in the “current” performance data .db file.  These files are used by the geographer and matrix user interface tools.


/iars/bin/process_daily.pl
Program that runs every hour, takes 15 minute files and aggregates into daily files, which contain the computed trending information.


/iars/bin/prune_gnuplot.pl

Drogram deletes graphs and temp files in gnuplot dir


run from cron once per day.  The SQL front-end caches results for further queries.


/iars/bin/socharch.pl

Executable that retrieves and stores Akafast data, every 3 minutes.


/iars/bin/weekly.sh
Script that runs from cron weekly that rebuilds all quick and as reference db’s.


/home/httpd/iars/iars_web_v2.pl
User interface for SQL IARS.


/home/httpd/iars/matrix_v9/matrix.pl
User interface for IARS matrix and geomap.


/etc/init.d/sockarch

Startup script for sockarch


/etc/init.d/aewsd


Startup script for aewsd


/etc/init.d/bgpd


Startup script for bgpd


4. Installing AEWS/IARS


The AEWS/IARS package is installed from a gziped tarball.  The main package is called IA.1.00.tar.gz.  This archive contains all the needed source code, binaries, and configurations required for installing the AEWS/IARS system.  It is important that the directions listed in Chapter 2: System Configuration are followed prior to installing this package.


Running the Install Script


Use the following command to extract the IA archive:  tar –zxvf  IA.1.00.tar.gz.  This will create a directory called IA off of the directory that the command was run from.  The install script, install.sh, is in this directory.  Also located in this directory will be several additional files that will be used during the install.


The install.sh script must be run as root.  When run, it will perform the following tasks:


Verify that the script is being run as root.


Verify that the binaries listed in Chapter 2: System Configuration are installed


Create a new user group with gid 420, called iauser.


Create a new user with uid 420, called iauser


Prompt the operator to set a password for the iauser.  This user will be used to run the marjority of the AEWS/IARS binaries.


Extract several directories into /aews, /iars, /bgp, and /home/httpd


Ensure that the files in the new directories are owned by iauser.


Create a crontab for iauser.


Create the needed MySQL databases and tables.


Create the needed startup rc files for aewsd, bgpd, and sockarch.


Create several hash databases within the /iars directory, for IARS.


Download the RIPE route archives for the current and previous day, and compile them for use with AEWS.


Start the aewsd, bgpd, and sockarch daemons.


After this install is done, it is recommended that the operator edit the .htaccess and .htpasswd files in /home/httpd, to ensure that proper authentication is done for the user interfaces. 


Configuring bgpd


bgpd is controlled by two files, /etc/init.d/bgpd and /bgp/conf/conf.  The /etc/init.d/bgpd script is run as part of the install script and each time the box is rebooted.  The file must be edited after install, to configure it for the network conditions that exist.   In this script, the main bgpd is run with the following command line parameters:


bgpd Local_AS Local_IP_address path_to_config_file path_to_routes_file Local_IP_address Local_port


These command line parameters are defined as:


Local_AS – the Autonomous System Number that this instance of bgpd will peer as


Local_IP_address – the IP address upon which bgpd will listen for incoming BGP updates


Path_to_config_file – the path to the config file should not change, and should be /bgp/conf/conf


Path_to_routes_file – the path to the routes file should not change, and should be /bgp/conf/routes


Local_IP_address – the IP address upon which bgpd will listen for incoming BGP updates


Local_port – the TCP port upon which bgpd will listen for incoming BGP updates


The bgpd configuration file is stored in /bgp/conf/conf.  This file contains, one per line, definitions of peering relationships.  For each host that AEWS/IARS peers with, there will be one line in this file.  The format of the file is:


Remote_IP
Remote_AS
Local_IP
Local_AS


These fields are defined as follows:


Remote_IP – the IP address of the remote host with which AEWS/IARS will be peering


Remote_AS – the Autonomous System Number of the remote host with which AEWS/IARS will be peering


Local_IP – the IP address of the AEWS/IARS host, which the remote host is configured to establish
 a BGP session


Local_AS – the Autonomous System Number of the AEWS/IARS host, which which the remote host is configured to establish a BGP session


Individual peers will not establish BGP sessions with AEWS/IARS until they are defined in the configuration file.  It is necessary to restart bgpd after adding new peers to the cofiguration file.  To restart bgpd, kill the bgpd process and run /etc/init.d/bgpd.


Configuring Unresponsive Peer Alert System


Software is installed to provide for email alerts when 3 or more of the configured peers have not sent any updates to AEWS/IARS within a one hour period.  To configure where these email alerts are delivered, edit the /aews/bin/mail_peer_error.sh script.  The script is configured to send alerts to root on the server AEWS/IARS is installed on.  To change this replace the root@localhost address in the /aews/bin/mail_peer_error.sh script with the email address of your choosing.


Starting aewsd

The aewsd program, which monitors BGP updates received by AEWS, can be started by running /etc/init.d/aewsd if necessary.  This startup script should be run as root, however the script will automatically run aewsd as iauser to ensure that the permissions on the AEWS files are maintained.  aewsd logs program errors to the local6 facility in Unix Syslog.  Syslog should be configured to accept messages on this facility and store them in /var/log/aewsd.log.


Starting sockarch


Sockarch can be started by running /etc/init.d/sockarch if necessary.  Sockarch fetches the Akamai performance data from Akamai.


Other Configuration Notes (IMPORTANT)


Some important notes for starting and configuring IARS and AEWS systems:


· Please ensure that the system is configured for at least a 30gb root filesystem with a full Linux 7.3 install, and large file support.  Once the software is installed in /, it is possible to move it to another filesystem and create symlinks to the install directories (/iars, /aews, …) to the new filesystem.


· Disable the SQL functionality for IARS unless the system has large file support, as AEWS might fail if the database for IARS fills up.  To disable the SQL functionality for IARS, comment out the go.sh entry in the crontab for user iauser.


· To change the Akamai access password, you will edit the sockarch.pl file, but this will not be required unless Akamai first contacts NCS.


· To establish BGP feeds, you will need to contact Akamai to select which networks the feeds will come from, and Akamai will set up the feeds and provide bgpd configuration information.


· In order for the IARS Map and Matrix views to function properly, at least one week of history data is required.  In order to create empty history databases (which will allow the Map and Matrix views to start without error), the command /iars/bin/process_daily.pl all can be run.  This will still not enable the Map and Matrix views to show meaningful data, but it will allow them to start for testing of the web server and to ensure that nothing is actually missing from the installation.


5. AEWS Operations


bgpd Operation



The bgpd daemon waits for and accepts incoming connection requests from peers as configured in the /bgp/conf/conf file.  After a session is established with a peer, bgpd accepts incoming route updates and archives them in several ways.  It stores the updates in MRT format as well as storing pointers to invidual MRT updates by origin AS and by the peer from which the update was received.  The daemon also passes route updates to aewsd through shared memory for processing.


RipeGrabber Operation



The RipeGrabber software retrieves a daily archive of routing table dumps in MRT format from one of the three RIRs  (Regional Internet Registries).  The RIRs provide IP allocation and registry services for the general Internet.  These files are retrieved daily at 2100.  Should there be any interruption in the daily file retrieval, the RipeGrabber will attempt to retrieve the archives the following day.  The Ripe files are used as in addition to Akamai BGP data, to determine which Autonomous Systems are usual advertisers.


RouteDB Consolidator Operation


 Once the RipeGrabber has retrieved archived routing tables, the RouteDB Consolidator processes them.  The processing creates databases that list which ASs most often announce which prefixes.  This gives AEWS the information needed to determine which ASs are responsible for announcing which prefixes.


aewsd Operation


aewsd is automatically restarted after the RouteDB Consolidator has processed the archives.  This allows aewsd to keep a running list of which ASs routinely announce which prefixes.  The aewsd processes can be restarted manually by sending it a SIGUSR1.  This daemon listens for BGP route updates from bgpd in a shared memory queue.  It analyzes these updates and reports to the AEWS user interface if an illegal or unexpected announcement is heard.  The table definition for the AEWS error log follows:


create table errorlog(


id          BIGINT UNSIGNED NOT NULL PRIMARY KEY AUTO_INCREMENT,


ctime           
BIGINT UNSIGNED NOT NULL,


err_num         
INT UNSIGNED NOT NULL,


network         
VARCHAR(16) NOT NULL,


length          
TINYINT(2),


origin_as      
MEDIUMINT(6) UNSIGNED,


as_path         
VARCHAR(255),


ack_bool        
ENUM('0','1'),


oper_msg        
VARCHAR(255),


INDEX(ctime,err_num,network))


type=MyISAM;


6. IARS Operations


AkaFast Grabber Operation


The AkaFast Grabber, sockarch, retrieves live AkaFast information from a dedicated Akamai server.  This information consists of network-to-network performance and availability data.


AkaFast SQL Archiver Operation


The AkaFast SQL Archiver reads the raw AkaFast data, and archives it into an SQL database for later retrieval and analysis.  The table definition for storing AkaFast data follows:


create table akafast (


        crc                     INT4(10)        NOT NULL PRIMARY KEY,


        feed_start              INT4(10)        NOT NULL,


        feed_stop               INT4(10)        NOT NULL,


        success                 INT1(1)         NOT NULL,


        proto                   INT1(1)         NOT NULL,


        query_num               INT2(4)         NOT NULL,


        query_nc                INT1(1)         NOT NULL,


        query_ip                INT4(10)        NOT NULL,


        query_as                INT2(5)         NOT NULL,


        respond_num             INT2(4)         NOT NULL,


        respond_nc              INT1(1)         NOT NULL,


        respond_ip              INT4(10)        NOT NULL,


        respond_as              INT2(5)         NOT NULL,


        year                    INT1(3)         NOT NULL,


        month                   INT1(2)         NOT NULL,


        day                     INT1(2)         NOT NULL,


        wday                    INT1(1)         NOT NULL,


        yday                    INT1(3)         NOT NULL,


        hour                    INT1(2)         NOT NULL,


        min                     INT1(1)         NOT NULL,


        data1                   INT2(5),


        data2                   INT2(5),


        data3                   INT2(5),


        data4                   INT2(5),


        data5                   INT2(5),


        data6                   INT2(5),


        data7                   INT2(5),


        data8                   INT2(5),


        INDEX   as2as           (feed_start, query_as, respond_as, proto, success),


        INDEX   ip2ip           (feed_start, query_ip, respond_ip, proto, success),


        INDEX   q_as_date       (feed_start, query_as, proto, success),


        INDEX   q_ip_date       (feed_start, query_ip, proto, success),


        INDEX   just_date       (feed_start, proto, success)


        );


AkaFast Consolidator Operation


The AkaFast Consolidator also works with the raw AkaFast data, storing it into various non-SQL databases, to be used by the Matrix and Map IARS views.  It also performs trending analysis and prepares the data for display by the IARS user interface.  Please note that in order for proper trend analysis and plotting of trends, IARS must run for 1-2 weeks to gather sufficient AkaFast data.
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IARS GUIDE


IARS Background


The IARSv1 system (hereafter referred to as IARS) was designed to take network to network performance data as input, and to allow querying, trending, and alerting based on the performance data.


Data Feeds


Every 3 minutes, a set of “core” Akamai locations (also called “regions”) perform UDP and TCP/HTTP measurements to each other.  The “feed” is fetched from Akamai every few minutes, and is a set of gzipped data files.  The feed format (once uncompressed) is in ASCII.  


The data feed format consists of 4 types of lines inside the gzipped file:


1) HTTP measurements, < 3 seconds to complete (denoted by SUCC, for successful)


1022710841 1022709883 1022710783 SUCC HTTP_SMALL 104 NC 216.52.196.5 2 NC 216.32.170.198 4 0 67 69 0 136 1273 5


2) HTTP measurements, >= 3 seconds to complete (denoted by FAIL)


1022710842 1022710732 1022710735 FAIL HTTP_SMALL 369 NC 209.254.35.98 1054 NC 12.47.217.34 FAILED 0 3000 0 0 3000 0 3110


3) UDP measurements, < 3 seconds to complete (denoted by SUCC for successful)


1022710842 1022709915 1022710815 SUCC UDP 2 NC 216.32.170.232 172 NC 24.130.30.66 4 11 12 14 0 5


4) UDP measurements, >= 3 seconds to complete (denoted by FAIL) 


1022710842 1022710400 1022710410 FAIL UDP 55 NC 66.186.38.7 1054 NC 12.47.217.34 FAILED 0 0 0 100 101


For all measurements, the first field is the unix time in GMT that the data was collected from the Akamai data collection system.  The second and third fields are the unix times in GMT of the testing round that produced the result.  The next field is “FAIL” or “SUCC”, depending on whether or not the measurement completed in less than 3000 ms (3 seconds).  The next field is UDP for a UDP ping measurement, or TCP for an HTTP measurement.  The next 3 fields are the Akamai region number, “C” or “NC” designation, and IP address of the querying machine.  The next 3 fields are the Akamai region number, “C” or “NC”, and IP address of the responding machine for the measurement.  “C” denotes a core region from which Akamai can serve all of the Internet and “NC” denotes an edge region from which Akamai can serve only some of the Internet.


After the common fields, the successful measurements (marked SUCC) have different fields for UDP or TCP that are meaningful:


For UDP, the first UDP-specific numbers are the min, average, and maximum latency for the test.


For TCP, the third from last number is the transaction time in ms (136ms on the example above), and the second from last number is the number of bytes transferred for the measurement.


Data Storage


The data was originally stored in a SQL database, but speed and database file size became a problem using freely-available software and the Pentium/Linux platform.  Currently, the SQL storage method works but is deprecated.


Currently, the data is stored in a hashed and summarized foramt to allow for fast querying of recent performance and availability, and of historic trending data about performance between a pair of regions and/or networks.


Data Views: SQL Query


The first data view was a database querier that allowed for selecting from the database.  A typical screenshot is shown in Figure 1.
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Figure 1.


The form allows selecting the primary dataset based on:


1) A time range 


2) A protocol (either UDP or TCP) 


3) Result (success, failure, or any result)


The data set can then be subselected by region or network involved in querying and/or responding.  When subselecting on region or network, the “source” and “destination” locations can either be specified by AS (network name and AS #) or by IP address of the agent.


There are three types of selection that can be done by region or network:


1) No selection (leaving all options at “Any”)


2) Selecting only on measurements FROM x TO y, where x and y are networks or machine IP addresses (i.e. FROM any network TO Exodus)


3) Selecting on two sets of “FROM x1 TO y1” type measurements, by using the ‘OR’ option.  (i.e. (FROM any network TO Exodus) OR (FROM Exodus TO any network).  This method allows, among other things, constructing a query to find all measurements where a given network or machine was either the originator or the responder for measurements.


For output options, the following are available:


1) (OPTIONAL) Show debugging information – not normally used


2) Either text or graphic-based output:


a. Text-based output in the form of:


i. Min, Max, and Average of the UDP samples for the period, or


ii. % Loss of UDP samples, or


iii. Bytes/ms for TCP


b. Graphic-based output in the form of a graph of:


i. Line or Scatter plot of Average, Max, or Loss for UDP, or Bytes/ms for TCP


3) (OPTIONAL) A history period can be selected to plot as well, showing the historic performance overlaid with the selected performance.  This was refined later to a more well-defined trending method.  The history period can either be deselected, or can be 1 day, 1 week, or 1 month.


When a query is set up by filling out the form, the SQL query that will be executed can be shown by clicking on the “Preview Query” button.  Either with or without previewing the query, the query will be performed and the text or graph shown when the user clicks on the “Do Query” button.


IARS: Trending Method


The two IARS views designed for monitoring are both designed to allow the operations users to compare the performance information for a given pair of regions for the prior 15 minutes to the “normalized” performance.  The “normalized” performance is the average of the performance for a given pair of regions over the same 15 minute time period for the last 8 of the same weekdays (i.e. 9:45-10am for the last 8 Tuesdays for Exodus/Seattle to AboveNet/London).


Both the Matrix and the Map view use this trending method.  To compute what “color” a given region:region pair is, IARS computes the percentage delta between the last-15-minute average to the normalized values – for example, a value of –49 on a UDP matrix/map view would mean that the performance is 49% better (i.e. lower), and a value of 120 would mean that the performance is 120% worse (i.e. higher measurement in ms).  For a TCP matrix/map, a –49 would mean 49% better, and 120 would mean 120% better.


For both of the IARS operations views, “delta percentages” are color coded so that red is a 300% worse; yellow is 100% worse; white is the range of 100% worse < x < 300% better; and green is 300% or more better than the normalized performance.


For the map view, black is used instead of white to mean “in the normal range”, as white does not show well on the map view.


Data Views: Selecting Map vs. Matrix


The operational data view (typically called “Akanote view” or “IARS view”) allows selecting a performance matrix “Show normalized performance”, the availability matrix “Show 15 minute availability”, or the map view “Show geographical map”.  The following sections explain these three views.


Each view can be selected for either UDP or TCP performance/availability.


For all of the views, the view chosen will update (auto-refresh) every 15 minutes.


Data Views: Matrix Performance View


The matrix view presents a grid layout of region:region performance, and it is designed to allow a user to quickly scan and determine whether a given region is having no anomalous measurements; anomalies to just a few regions; or anomalies to many other regions.  The matrix view was largely replaced by the map-based view, as the amount of data is too large to easily show without a very high-resolution display.


In addition to the red/yellow/white/green color display, the matrix view shows purple for a grid entry if there is some data available currently but not enough to compute a full average, and shows grey if there is not enough historic data available to compute a trend/normalization.


(See Figure 2 for an example of a UDP matrix)
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Figure 2.


When a user clicks on a matrix cell, a new window with a graph pops up (see Figure 3).
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Figure 3.


The window (a UDP performance window because the user clicked from a UDP performance matrix)


The graph shows a 3-day period graphed in blue, and “history bars” in green.  A complete description of the items in the graph follows:


1) The source and destination regions’ network and city identification, in the title bar at the top


2) The availability in red, according to a left-hand scale, drawn in red.  When the line is across the middle at 100%, all samples for the 3-day period were received.


3) The active performance (either for UDP, measures in ms round-trip-time, where lower is better, or for TCP, measures in kbits/sec, where higher is better), graphed in blue.  The scale for the performance is on the left-hand side.


4) The “history bars” that show the normalized trend’s 5th percentile (bottom of the green bar), average (node on the green line), or 95th percentile (top of the green bar).


5) The time scale is on the bottom; the graph has 3 days of data unless there is less data available, in which case the graph will be scaled to the amount of data available.


By clicking on the hyperlinks below the graph, the user can see the raw data used to make the following graph lines:


1) Most-recent 3 days (“active”),


2) The trend (“historical”), and


3) Availability (“active” availability)


Additionally, the user can click on “The TCP version” on a UDP graph, or “The UDP version” on a TCP graph to see the graph of the other performance measure for the same region pairs.  This can be done to gain additional confidence that the trend and data shown is meaningful.


For example, the TCP graph for the same city pair and times shown in Figure 3 is shown in Figure 4.


Figures 10 and 11 show a correlation in performance problems between TCP and UDP, and also a correlation between periods of unavailable data, and times of performance problems.
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Figure 4.


Note that in Figure 3, the measurement is in kbits/sec.  Please note that UDP is generally a better first indicator than TCP, as the TCP measurements are of approximately 1200-byte objects, and thus the TCP measurements are often more sensitive to delays in even one packet.


Data Views: Matrix Availability View


Another matrix view is of availability.  Availability is defined as the % of recent measurement samples for a region pair that have been received by the IARS system.


This view is available, but not recommended, as without seeing a graph layout of a region pair’s data, it is difficult to tell if data is missing because of a failure of data delivery, or because of a complete outage at one end or another.


A sample matrix availability view is shown in Figure 5.
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Figure 5.


Data Views: Map View


As the matrix view shows too much information to determine at a quick glance the general state of overall connectivity, the map view was created to both show, and allow the user to browse, the overall state of network:network connectivity.


The data presented is color-coded to the same scale as the matrix performance view, and is also showing the current performance vs. the normalized trend data.


The user selects a map view by selecting “Show geographical map”, and either selecting “of UDP response time” or “of TCP throughput” and then clicking “Go”.


Once selected, the map view has two other groups of options that control displaying the map and what happens when a user clicks on a line on the map.


1) The user can click to select or deselect showing red, yellow, black, and/or green lines.  Each line is color-coded, so red lines show region pairs whose performance is much worse than normal; yellow those region pairs whose performance is somewhat worse than normal; black lines those region pairs whose performance is in the range of normal; and green those region pairs whose performance is much better than normal.  Once clicked, the user applies the choice by clicking “Go”.


2) The user can select what happens when a user clicks on a line by selecting “Show query, respond, and graph”; “Show the graph”; “Show the query matrix”; or “show the response matrix”.  Clicking “Apply” makes the selection take effect.  Examples of each option are shown in Figures 9 and 10.  Figure 9 shows the query matrix in the left-hand frame, the responding matrix in the upper frame, and the combination view in all 3 frames.  The graph view alone is shown in Figure 10.


A basic UDP map is shown in Figure 6 below.
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Figure 6.


The Java map applet has options that the user can select, on the outside of the map:


1) The leftmost button toggles between a black background and the map’s normal brown (for US) or white (for world) background.  An example of selecting the black background is shown in Figure 7.


2) The 2nd button from the left toggles showing the lines.


3) The 3rd button from the left displays the city pair over each line (i.e. “San Francisco-Philadelphia”).


4) The 4th button from the left toggles dispalying the map underneath the cities and lines.


5) The “Map” button toggles between a US map and a world map.  Figure 7 shows a world map.


6) The “-“ and “+” buttons zoom in and out, respectively.


7) The “100%” button returns to a full US or full world map view, depending on which map is selected.


8) The “rectangle” button allows selecting on an area to select for zoom.  To use it, click on the button, then select a rectangular area.  The map will then zoom to that area.


9) The zoom bar can also be used to control more finely zooming in and out.  Figure 8 shows a world map, zoomed in and scrolled to Europe.


10) The scroll bars on the botton and on the right allow scrolling if the map overall is larger than the current view in the map window.
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Figure 6.


A blacked-out background.
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Figure 7.


A world map with a blacked-out background.
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Figure 8.


A world map, zoomed in to show Europe.
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Figure 9.


A US map, showing just measurements that are within the “normal” range as compared to the trend.


Data Views: Map View: Selecting a Region Pair


When a user mouses over a line representing a region pair, a small mouse-over rectangle appears with the region names, the % delta from normalized trend data, and the actual performance measurements. 


When clicking on a line, one of the preselected actions will be taken.


Figure 10 shows a “combination” view, which is the default.  The column view shows the region-region performance from the querying region to other regions.  The row view shows the region-region performance from the responding region to the other regions.  The graph shows the current and trend-normalized data for the region pair selected.


Figures 11 shows the TCP graph selected by clicking on “The TCP version” hyperlink in the graph frame.


The user can also choose to have just the querying column, just the responding matrix, or just a graph to display in a new window when clicking on a map line.
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Figure 10.
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Figure 11.


Note that the period of unavailability is the same on the UDP and TCP measurements, and that the period of unavailability corresponds with received measures of poor performance – and also that those periods of poor performance correlecte between UDP and TCP measurements.  


This demonstrates an example of gaining confidence that unavailability is based on periods of complete failure (because there are some measurements during the period, and those measurements show problems), and these graphs also demonstrate a positive correlation between UDP and TCP of poor performance.


AEWS GUIDE


AEWS BACKGROUND


The goal of AEWSv1 (hereafter referred to as AEWS) is to notice IP address ranges (called “prefix”es) that are being announced by different networks (called “Autonomous Systems” or “AS”s) than usually originate those prefixes.  The AS that originates a prefix is called the “origin AS”.


AEWS builds up a database of “usual announcers” and includes any AS that announces a prefix more than 5% (the current threshold) of the time as a “usual announcer” for that prefix.


Currently, the AEWS system is mostly populated with prefixes announced by DISA for the NIPRNET (by DISA’s AS number 568).


The purpose of watching origin AS changes is to determine whether a remote network, either by accident or on purpose, is attempting to interfere with the normal routing of a prefix.  When another network announces the whole (or, worse, a part) of a prefix, there is a very good chance that at least some of the traffic to that prefix will be redirected, or “black holed”.


We walk through an example of this, below, starting with Figure 1.


AEWS INTERFACE
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Figure 1.


Query Screen Description


Figure 1 shows the main AEWS screen.  There are three types of result pages that can be shown:


1) Only the errors relating to the “interesting” prefixes – the “prefixes to watch” that have been configured;


2) All errors for all prefixes (rather large and usually too much information); and


3) The set of “interesting” prefixes to use.


Figure 1 shows the output of “interesting erorrs”; Figure 2 shows the output of “show all errors”; and Figure 3 shows the output of “display interesting criteria”.


For the error searches, the results will update (auto-refresh) every 15 minutes.


For the error searches, the request can be subselected by date/time range.  By default, the last 15 minutes is used.  It is also possible to select a specific time/date range, and to select more easily the last hour, last 4 hours, or the last day.


The user can also select sorting to present errors with the newer or the older entries first.


There is also an option to present an expanded (“exploded”) view of each error, or a compressed (“normal”) view of each error.  Currently, this selection does not change the output format, but it may be used to toggle formats in a future version.


Please note that with each result output there is a note of what “interesting prefix” file is being used; how many entries were found; and how long the SQL query took.  Selecting all errors for a long period of time may take minutes, however, as the client retrieves thousands or tens of thousands of table entries.  This is mostly a browser rendering issue and/or a network issue, however, not a server slowness issue.


Results


Note that each row of error results shows:


1) The date and time the route was seen as being announced by the local BGP collector on AEWS.


2) The “origin AS” seen, labeled “Origin”.  In Figure 1, the origin AS is 65530, a “reserved” AS number, because this announcement was a local test designed to exercise AEWS.


3) The prefix in question, labeled “Network” and “Length”.  The network number is a hyperlink to a lookup page (see Figure 5).


4) A whois button “w?” which performs a whois on the prefix.


5) The error warning (see below).


6) The AS Path seen.  The first few AS numbers in the AS Path of the BGP route may be artificial, from the local collection system or from Akamai’s collection system.  The most interesting numbers are the last one, which is the AS that is originating the route, and the ASs in front of the origin AS, which are the first “transit” providers of the route.


The warnings for each prefix can be one of:


1) Never announced from this AS:
The prefix has been announced before, but never before by the origin AS noted in the error message. Figures 5 and 6 show an example of this error (when the user clicks on the prefix’s IP address).


2) New network announcement:
This error means that  the AEWS system did not see an announcement as of the nightly “usual advertisers” run for the prefix in question.  Figure 7 shows an example of this error (when the user clicks on the prefix’s IP address).


3) Not a regular announcement:
The prefix has been announced before by the origin AS specified, but in less than 5% of the cases seen.  Figure 8 shows an example of this error in more detail (when the user clicks on the prefix’s IP address).
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Figure 2.


This shows the beginning of the output for “display all errors”. 


[image: image15.jpg]AEWS™ Display Options:

N T

What errors

do you want to display? | | A1 &

" oudcoate
TodaysLast 15Mins
e e eyl

doyouwish to examine? | o e oo

2000 v| 01 v|o1 v| @ 00 v]; o 00 v

‘Which database
do you want to use?

In what order

do you want to sort the data?

Demo v |with |Normal View v

Newer Entries First v

Refresh This Screen

[(Detete Jnecked tama, [[Uncheck J o checbones,or [ ATINEW Jeubnets o the et

[oel e utworc [Conoth [pescription
O Jesre_|tes.1000 [z [/t [changedbybret
O Jese_|iz0.20200 b2 |16 |odifiedby Bret
[ Jedie_J1z0.25600 [ T T
[ Jeare_Jrzo.1a100 e 6 |nddedbyavi
[ Jedre_Jrzo.19800 b [6 |ndaedby avi
O Jeare_|tessron b2 J6 |nddedbyaut
O Jeare_|te0s200 b2 J6 |nddedbyavi
O Jeare_|1z05200 T T
[ Jesre_|tz05a00 b 6 |nddedbyavi
O Jesre_|t30.1600 b [6 |ndded by avi
[ [eare_|t30.220.0 b2 6 |nddedbyavi
[ |edit |131.1600 b |1z |nddedbyan







Figure 3.


This shows the display of the list of “interesting criteria”.


From here, checking a set of criteria allows mass deletion of the checked items by clicking on the “delete” button.


One can edit a prefix by clicking on the “edit” hyperlink for that prefix’s row (figure not shown).


One can pull up a window with the whois information for that prefix by clicking on the “w?” hyperlink for that prefix’s row.


In Figure 4 we show the results of clicking on the “Add New” subnets button.
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Figure 4.


In this window, a user can add one or more new entries, with a comment.  If the user wishes to cancel, they can click the “Back” browser button.


Expanded Error Views
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Figure 5.


This is an example of an expansion of a “never announced from this AS” error.  In this case, Akamai injected a fake advertisement under AS 65530 to test the system.  AS only AS 721 was a “usual announcer” of the prefix 128.19.0.0/16, the system flagged it as a “never announced from this AS” error.
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Figure 6.


This is another “never announced from this AS” error.  In this case, AS 20434 originated 209.58.37.0/24, and the historic database showed AS 11653 as the only historic announcer.  WHOIS queries on the ASs should be performed to determine if AS 20434 appears to be a legitimate potential announcer of 209.58.37.0/24, or whether it may be a misconfiguration or attack.
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Figure 7.


This is an expanded view of a “New network announcement” error.  In this case, the “more specific” prefix 61.106.128.0/18 was seen, but there was no record of 61.106.128.0/18 ever being announced as an “/18” in the last week.


The view shows that the AEWS system is trying to look up “less specific” routes that would “cover” 61.106.128.0/18 (i.e. 61.106.128.0/18 is “inside” 61.106.128.0/17, 61.106.0/16, etc).


In this case, AEWS found that 61.0.0.0/8 (i.e. 61.0.0.0 through 61.255.255.255) was being advertised by AS numbers 7336 and 9800 – but that 61.106.128.0/18 was not announced before.


In a case like this, since 61.106.128.0/18 is a “better” route than 61.0.0.0/8, it is probably that 61.106.128.0/18 is a legitimate announcement, but it is also possible that it is an attempt to “blackhole” legitimate traffic.


Performing WHOIS queries on 61.106.128.0/18 and on the AS 9695 that was seen announcing it should indicate whether it is a legitimate attempt, or a misconfiguration or attack.
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Figure 8.


This is an expansion of a “not a regular announcement” error.  In this example, both ASs, 19701 and 3967, were seen announcing the prefix 216.34.60.0/22 over the last week, but 19701 was only announcing it less than 1% of the time.  It is possible that 19701 only announced it in error (or as an attack) before, or it is possible that it is legitimate.  For monitoring of DISA IP space, it is usually easy to tell by doing a WHOIS on the prefix (in this case, 216.34.60.0/22) and by doing WHOIS queries on the AS numbers in question, whether an announcement is legitimate.  Figures 9 and 10 show examples of WHOIS queries.  In those figures, both WHOIS queries are for government AS numbers and address space.



For monitoring of DISA address space, it is usual for one of the AS numbers in question to be AS 568 (DISA’s own), and for the other AS to be an AS owned by the owner of the prefix (i.e. a particular Air Force base).  In those cases, it is clear that there is no attack.


WHOIS Views
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Figure 9.


This view shows the WHOIS information for an AS number, as selected by clicking on a hyperlink for an AS number in any of the error views.
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Figure 10.


This view shows the WHOIS information for an IP address, as selected by clicking on a hyperlink for a prefix number on a detailed error view window, or as selected by clicking on the “w?” button on the error view summary table.
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